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PREFACE 

 The International Conference on Mathematics and Mathematics Education 
(ICMME-2025) was held in İstanbul, Türkiye, from September 11-13, 2025. The 
conference brought together researchers, educators, and practitioners to exchange 
ideas, present recent research findings, and discuss future challenges in 
mathematics and related disciplines. The scientific program included invited plenary 
lectures and short oral presentations, providing a comprehensive overview of current 
developments in the field. 

MATDER – Mathematicians Association was established in 1995 by 

mathematicians in Türkiye. Since its foundation, MATDER has organized 14 national 
and 7 international mathematics symposia. Over the years, these meetings have 
become major scientific events at both national and international levels. Covering a 
wide range of topics in pure and applied mathematics, mathematics education, 
engineering mathematics, and computer science, the ICMME conferences have 
consistently attracted significant interest from mathematicians and engineers in 
academia. 

The previous ICMME conferences were held in Nevşehir (ICMME-2024), Denizli 
(ICMME-2022), Ankara (ICMME-2021), Konya (ICMME-2019), Ordu (ICMME-2018), 
Şanlıurfa (ICMME-2017), and Elazığ (ICMME-2016). This year, ICMME-2025 was 
hosted by İstanbul Medeniyet University, İstanbul, Türkiye, September11–13, 2025, 
as an international scientific conference. 

The main objective of ICMME-2025 is to contribute to the advancement of 
mathematical sciences, mathematics education, computer sciences, and their 
applications, as well as to provide a platform for international collaboration among 
researchers, educators, mathematicians, statisticians, and interdisciplinary scholars 
from around the world. 

Abstracts of all accepted presentations are included in these conference 
proceedings. In addition, selected and peer-reviewed full papers will be published in 
the following journals: 

• Advanced Studies: Euro-Tbilisi Mathematical Journal 

• Turkish Journal of Mathematics and Computer Science (TJMCS) 

• International Journal of Maps in Mathematics 

• Selcuk University Journal of Engineering Sciences 

• Gazi Eğitim Bilimleri Dergisi 

• Advances in Differential Equations and Control Processes 

The ICMME-2025 conference is jointly organized by MATDER – The 

Mathematicians’ Association and İstanbul Medeniyet University. We sincerely thank 

https://tcms.org.ge/Journals/ASETMJ/
https://dergipark.org.tr/en/pub/tjmcs
https://www.journalmim.com/index.php/journalMIM
https://sujes.selcuk.edu.tr/sujes
https://dergipark.org.tr/tr/pub/gebd
https://ojs.acad-pub.com/index.php/ADECP/
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all participants, authors, reviewers, and invited speakers for their valuable 
contributions to the success of this conference. 

On Behalf of The Organizing Committee 

Hasan Hüseyin SAYAN
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Leveraging Generated Synthetic Data to Preserve Data 

Properties and Validate Clusters Using Cluster Number 

Optimization Technique 

Mahdi Zarei1, Hijran G. Mirzayeva2 and Zari Dzalilov3  
1 Department of Bioengineering and Therapeutic Sciences University of California, San 

Francisco CA, 94143-2811, USA, mehdi.nn@gmail.com 
2 Baku Engineering University, Department of Information Technology and Programming, 

Baku, Azerbaijan, himirzayeva@beu.edu.az 
3 Department of Applied Science, Federation University of Australia, zdzalilo@gmail.com 

 
 

ABSTRACT  

In unsupervised machine learning, clustering algorithms uncover hidden patterns within 

datasets. Their effectiveness, however, often depends on having substantial, representative 

data. Small datasets, common in many fields, can hinder performance by increasing overfitting 

risks and limiting generalizability. This paper explores synthetic data generation as a strategy to 

augment small datasets, improving the robustness and accuracy of clustering algorithms. We 

focus on using synthetic data to identify optimal cluster numbers in unsupervised clustering. 

Through experiments, we show that carefully generated synthetic data, preserving the statistical 

properties of original small datasets, creates an enriched data environment. This environment 

enhances the training, validation, and testing of clustering models. We discussed methods for 

generating synthetic data that mimic real-world distributions, enabling better model tuning and 

hypothesis testing in unsupervised learning. Our findings highlight synthetic data's potential to 

address small dataset limitations, advancing machine learning by providing a versatile 

framework for clustering tasks. This study guides researchers and practitioners in using synthetic 

data to improve unsupervised clustering, leading to more reliable outcomes across applications. 

 
Key Words: Unsupervised machine learning, clustering algorithms, synthetic data 

generation, optimal cluster numbers. 
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1. INTRODUCTION 

In the constantly changing field of data analytics, unsupervised learning algorithms are 

pivotal for discovering hidden structures and patterns in datasets (Wheeldon & Serb, 2023; 

Johnston, Jones, & Kruger, 2019; Hrebik & Kukal, 2023). These algorithms are vital for analyzing 

data without predefined labels, heavily relying on the data’s quantity and quality (Bishop, 2006; 

Hinton & Sejnowski, 1999; Witten, Frank, Hall, Pal, & Data, 2005). A significant challenge in this 

area is managing small datasets, which are susceptible to overfitting and often lack the 

robustness required for generalization, thereby affecting the effectiveness of clustering results 

(Hastie, Tibshirani, Friedman, & Friedman, 2009; Fahad et al., 2014). To address these 

challenges, this paper explores the strategic use of synthetic data generation techniques, which 

aim to augment the size and quality of datasets by creating artificial data points that statistically 

reflect the original data. The dual focus of this investigation is to examine how synthetic data can 

enhance dataset size to improve the performance of clustering algorithms and to refine the 

process for determining the optimal number of clusters in unsupervised clustering scenarios 

(Goodfellow, Bengio, Courville, & Bengio, 2016; Chawla, Bowyer, Hall, & Kegelmeyer, 2002). 

Through detailed experiments and rigorous analysis, we demonstrate that synthetic data, 

carefully generated to maintain the statistical properties of original datasets, not only enhances 

the data environment but also optimizes conditions for training, validating, and testing clustering 

models. This enhanced data environment is crucial for reducing biases associated with small 

datasets and for improving the predictive capabilities of clustering algorithms. Additionally, this 

paper explores various advanced techniques for synthesizing data, including iterative 

proportional fitting and Gibbs sampling, ensuring that the synthetic data closely replicates real-

world distributions and adheres to the inherent relationships and constraints found in the original 

data (Chawla et al., 2002; McLachlan & Peel, 2000). The insights presented highlight the 

potential of synthetic data in addressing the limitations of small datasets. By providing a more 

adaptable analytical framework, synthetic data generation can contribute to advancements in the 

field of machine learning. This approach allows data scientists to perform more accurate and 

insightful analyses in clustering tasks, potentially leading to improvements in various 
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applications. In this paper, we propose incorporating synthetic data generation into the analytical 

toolkit of researchers and practitioners. The use of synthetic data has the potential to improve 

the performance of unsupervised clustering algorithms and extend their applicability. We provide 

a detailed overview of data synthesis techniques, underscoring their importance and the different 

methodologies involved. We also examine two popular clustering algorithms: Density-Based 

Spatial Clustering of Applications with Noise (DBSCAN) and k-means. These algorithms are 

instrumental in uncovering hidden patterns and structures within datasets. To identify the optimal 

number of clusters, we employed the Elbow method and Within-Cluster Sum of Squares 

(WCSS). This comprehensive approach improved the efficacy of unsupervised learning 

applications. 

1.1 Synthesizing data 

Data synthesis integrates various data sources to create a unified dataset, providing a 

comprehensive and insightful perspective on specific topics or problems. Commonly used in 

business, research, and data analysis, this method enhances decision-making by revealing 

patterns and trends not apparent in isolated datasets. It increases the accuracy of findings by 

merging data from multiple credible sources, validating results, and identifying gaps or 

inconsistencies for future data collection efforts. Moreover, data synthesis simplifies data 

management by consolidating multiple datasets into a single source (Park et al., 2018; Evans, 

2002). Analysis and interpretation of synthesized data uncover valuable insights, which are 

clearly communicated. In statistical modeling, data synthesis prepares data, estimates marginal 

and joint distributions using methods like copula models or multivariate regression, generates 

synthetic data respecting original data constraints, and validates this synthetic data to ensure it 

accurately reflects the original datasets while preserving privacy and confidentiality. This 

approach streamlines data analysis and enhances the reliability and applicability of the 

synthesized information. 
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1.2 UCI Machine Learning Repository: Iris dataset 

The Iris dataset is a widely used benchmark in machine learning and statistics, consisting 

of four features: sepal length, sepal width, petal length, and petal width, for 150 iris flowers 

classified into three species: setosa, versicolor, and virginica. Each row represents a flower, and 

each column corresponds to a feature, with an additional column indicating the species. 

Introduced by Ronald Fisher in 1936, the Iris dataset is structured as a tabular dataset, typically 

stored as a data frame in R. It is extensively used for evaluating classification algorithms and 

data visualization techniques. Commonly used to train and evaluate classification models, the 

Iris dataset enables the prediction of an iris flower’s species based on its measurements. 

Various machine learning algorithms, such as decision trees, support vector machines, and 

neural networks, can be applied to classify the flowers accurately. The dataset is available at the 

UCI Machine Learning Repository (Dua & Graff, 2017). 

1.3 The Density-Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm 

The Density-Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm 

(Ester, Kriegel, Sander, Xu, et al., 1996) is an unsupervised machine learning technique for 

clustering data based on density (Schubert, Sander, Ester, Kriegel, & Xu, 2017). It groups data 

points based on density and proximity, identifying clusters of arbitrary shape and effectively 

handling noise. Unlike other clustering algorithms, DBSCAN does not require specifying the 

number of clusters in advance. Key parameters include epsilon (ε) for neighborhood distance 

and MinPts for the minimum points in a cluster. 

DBSCAN’s objective is to identify dense regions, defined as: 
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where Nε(x) is the ε-neighborhood of point x .  A point x is a core point if |Nε(x)| ≥ MinPts. Points 

not meeting this criterion are classified as noise or border points. 

Applying DBSCAN with ε = 0.5 and MinPts = 5  to the iris dataset clusters flowers based on their 

features (sepal length, sepal width, petal length, and petal width). 

1.4 k-mean clustering algorithm 

The K-means algorithm is a widely used unsupervised machine learning technique for 

clustering data into K distinct clusters based on similarity (Lloyd, 1982; Yadav & Sharma, 2013). 

It aims to partition a dataset by minimizing the within-cluster sum of squared distances (inertia or 

distortion), defined as: 

                         (2) 

 where S represents the set of clusters S = S1, S2,..., Sk   k is the number of clusters x  is a 

data point in cluster Si µi   is the mean (centroid) of points in cluster Si .The algorithm iteratively 

assigns each data point to the nearest centroid and updates the centroids based on the mean of 

the assigned points until convergence or a maximum number of iterations is reached. 

1.5 Selecting the Optimal Number of Clusters Using the Elbow Method 

To determine the optimal number of clusters in an unsupervised learning algorithm, a 

common approach is to calculate the within-cluster sum of squares (WCSS) for various values of 

( k ) (the number of clusters) (Shi et al., 2021; Nanjundan, Sankaran, Arjun, & Anand, 2019). The 

WCSS measures the compactness or cohesion of the clusters, with a lower WCSS indicating 

that the data points within each cluster are closer to their respective centroid. The Elbow Method 

for clustering, as detailed in Algorithm 1, is a heuristic used to determine the optimal number of 
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clusters, K, in a dataset. The procedure begins by applying k-means clustering for a range of 

cluster values from 1 to a specified maximum, max K. For each value of K, the k-means 

algorithm partitions the data into K clusters and computes the Within-Cluster Sum of Squares 

(WCSS). The WCSS is a metric that quantifies the variance within each cluster and is calculated 

as the sum of the squared Euclidean distances between each data point and the centroid of its 

respective cluster: 

 

where xi represents a data point in cluster Ck, and µk and µk  denotes the centroid of cluster Ck. 

The total WCSS for all clusters is then accumulated in a list. After computing the WCSS values 

for all K values, the next step is to identify the ”elbow point” in the WCSS values, which is the 

point where the rate of decrease in WCSS sharply slows down. This point signifies diminishing 

returns on adding additional clusters and is considered the optimal number of clusters for the 

dataset. The Elbow Method thereby aids in balancing the trade-off between the number of 

clusters and the variance within each cluster (Rokach & Maimon, 2005). 
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2. METHODOLOGY 

2.1 Generating synthetic data from iris data 

The synthetic data generation process begins by randomly sampling the first variable from 

the observed dataset without considering its relationships with other variables. For each 

subsequent variable, Classification and Regression Trees (CART) models are employed to 

capture the dependencies between variables. 

For regression trees, the primary objective is to minimize the Mean Squared Error (MSE) at each 

split, defined as: 

  (3) 

where are the observed values,   is the mean of  subset, and n is the number of 

observations. 

For classification trees, the Gini index measures the impurity of a node and is given by: 

                (4)  

where  is the fraction of data points of class  in subset S, and k is the number of classes. 

To determine the best split, Information Gain (IG) is calculated as: 

                (5) 

  where S is the parent set and  and  are the subsets after splitting. 
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The synthetic data generation method involves creating a synthetic data object and sampling the 

first variable from the observed data. For the subsequent variables, CART models are used to 

generate synthetic values, which are then added to the synthetic dataset. If multiple synthetic 

datasets are required, the process is repeated accordingly. The synthetic data object is then 

populated with the synthesized dataset, methods used, synthesis order, and predictor matrix, 

before returning the final synthetic data object. 

This approach ensures that the synthetic data accurately captures the relationships 

between variables, maintaining the structural integrity and relational dynamics of the original 

dataset. For a detailed procedural explanation, refer to Algorithm 2. 
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3. RESULTS AND DISCUSSION 

This section presents our analysis using synthetic data generation to enhance 

unsupervised clustering algorithms. By generating synthetic datasets that emulate the statistical 

properties of small original datasets, we assessed the algorithms’ effectiveness in more robust 

data environments. Our core analysis focused on determining the optimal number of clusters, a 

crucial factor for unsupervised learning models. The results quantify improvements in clustering 

performance, measured by metrics such as cluster cohesion and separation, when synthetic 

data is integrated. We also explore how synthetic data more accurately identifies the optimal 

number of clusters compared to smaller original datasets. Additionally, the results demonstrate 

the versatility and adaptability of synthetic data across various data characteristics and clustering 

algorithm specifications. The DBSCAN algorithm’s clustering of the Iris dataset, shown in Figure 

1, effectively identifies distinct groups corresponding to the three iris species. The color-coded 

clusters highlight DBSCAN’s capability to manage varied densities and separate noise.  

 

           Figure 1. Visualization of DBSCAN clustering applied to the Iris dataset, showcasing the algorithm’s 

capability to identify distinct clusters based on data density and handle noise effectively 
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Illustrated in Figure 2, the K- means algorithm partitions the same dataset into clusters 

based on features such as sepal length and width. The distinct colors representing each cluster 

showcase K-means’ proficiency in optimizing within-cluster sum of squares and forming coherent 

groups. Figure 3 provides a density plot of the Iris dataset’s features—sepal length, sepal width, 

petal length, and petal width—across the three species. The color differentiation for each 

species underscores the distribution patterns and overlaps, offering insights into feature 

contributions to clustering. Comprehensive density plots for synthetic datasets generated based 

on the statistical properties of the Iris dataset are displayed in Figure 4. These plots visually 

compare the original and synthetic data, showcasing the synthetic data’s ability to mimic the 

original distributions of sepal length, sepal width, petal length, and petal width across the iris 

species. Each color differentiated curve represents a set of synthetic data, demonstrating 

consistency and variability relative to the original data. This visualization is crucial for assessing 

the quality and accuracy of the synthetic data generation process, highlighting its effectiveness 

in replicating key statistical traits and ensuring reliable use for further analysis and model 

training. 

 

          Figure 2. Representation of K-means clustering on the Iris dataset, illustrating the partitioning  

                              of data points into well-defined clusters corresponding to different iris species. 
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Table 1 validates the synthetic data generation process by comparing key statistical 

properties with the original data. The p-value, crucial in hypothesis testing, determines if 

observed differences in sepal length between original and synthetic datasets are significant. A p-

value below 0.05 indicates a meaningful deviation of synthetic data from the original. The 

confidence interval further illustrates the range within which the true mean difference likely 

resides, providing insights into the variability and reliability of the synthetic data. This helps 

quantify the uncertainty around the mean difference estimate, ensuring the precision of synthetic 

data relative to real-world parameters. 

 

Figure 3. Density plot of the Iris dataset, highlighting the distribution of data points across different features and 

species. 

Presenting these statistics prominently, the table evaluates the quality of synthetic data 

and highlights the robustness of the methodologies used. This ensures stakeholders can make 

informed decisions based on synthetic data, useful in scenarios where real data is limited due to 

privacy, logistical, or resource constraints. Ultimately, this statistical analysis fosters confidence 

in synthetic data as a reliable proxy for the original dataset, extending the applicability of data-

driven strategies in research and industry. The figure titled “Elbow Method for Optimal k” 

illustrates the application of the Elbow Method to determine the optimal number of clusters for K-
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means clustering. It plots the withincluster sum of squares (WCSS) against the number of 

clusters (k), with each point representing a specific k value. The Fig. 4: Density plot of synthetic 

datasets derived from the Iris dataset, illustrating the distribution of features across generated 

data points, reflecting the preservation of original data characteristics. 

 

     Figure 4. Density plot of synthetic datasets derived from the Iris dataset, illustrating the distribution of features 

across generated data points, reflecting the preservation of original data characteristics. 

 

TABLE 1. Comparison of Sepal Lengths: Welch Two Sample t-test Results between Original Iris Data and Synthetic 

Data. Key statistics are highlighted, including the p-value and confidence interval bounds, to emphasize the 

statistical significance and the estimated range of difference in means. 
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Distinct ‘elbow’ point, where the decrease in WCSS significantly slows, indicates the 

optimal k. This point is highlighted to guide the selection of k, balancing between minimizing 

WCSS and avoiding overfitting. This visualization is crucial for justifying the choice of k, ensuring 

appropriate model complexity for the data structure. 

Table 1 presents a quantitative analysis of WCSS values for different numbers of clusters 

determined by the elbow method. Each row corresponds to a different number of clusters and 

lists the WCSS value, measuring the total variance within each cluster. The highlighted row 

indicates the point where the reduction in WCSS becomes less pronounced, guiding the 

selection of the optimal number of clusters. This table is crucial for identifying the most efficient 

clustering cutoff, ensuring effective data segmentation by balancing between minimizing WCSS 

and avoiding unnecessary complexity. 

Figure 6 graphically represents the outcomes of applying clustering algorithms to nine 

synthetic datasets derived from the Iris dataset. This visualization highlights how algorithms 

effectively group data points based on features such as sepal length, sepal width, petal length, 

and petal width. 

 

Table 2. Within-cluster sum of squares (WCSS) values for different numbers of clusters determined by the elbow 

method. The row highlighted in gray indicates the optimal number of clusters, where a significant change in the rate 

of decrease in WCSS values suggests the most efficient clustering cutoff. 
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Each cluster is distinguished by a unique color, simplifying the identification of group 

boundaries and showcasing the algorithms’ ability to discern distinct patterns. These plots are 

essential for evaluating the performance of clustering algorithms with synthetic data, reflecting 

their consistency in cluster formation despite variations in synthetic data characteristics. This 

illustration validates the use of synthetic datasets in machine learning, particularly when real 

data is limited or incomplete, affirming their utility in testing and improving clustering techniques. 

The figure titled “Density of Synthetic Data Sets” presents density plots for each of the 

nine synthetic datasets derived from the Iris dataset. Each plot includes curves for key 

features—sepal length, sepal width, petal length, and petal width—color-coded for differentiation. 

These plots visually compare the synthetic distributions with those of the original dataset, 

highlighting the replication of the original data’s statistical properties. This visualization is crucial 

for validating 

 

Figure 5: Elbow plot illustrating the determination of the optimal number of clusters (k) for K-means clustering using 

the within-cluster sum of squares (WCSS) across different k values. 
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Figure 6. Cluster analysis across nine synthetic datasets generated from the Iris dataset, showcasing the    

adaptability and consistency of clustering algorithms in synthetic environments. 



                

                             
 

 

 

the quality of synthetic datasets, showcasing their consistency, variability, and utility in 

extending data analysis capabilities while preserving the intrinsic characteristics of the original 

data. 

The figure titled “Elbow Method for Optimal k on Synthetic Data Sets” applies the Elbow 

Method across nine synthetic datasets, each with 300 data points, designed to mirror the 

statistical properties of the Iris dataset. The first plot represents the original Iris dataset, 

followed by synthetic datasets. Each plot shows the within-cluster sum of squares (WCSS) as a 

function of the number of clusters (k), highlighting the ‘elbow’ point where WCSS reduction 

plateaus, indicating the optimal number of clusters. This visualization allows for comparative 

analysis, demonstrating how synthetic data maintains clustering characteristics of the original 

dataset, enhancing robustness in model training and validation. 

The generation of synthetic data from the Iris dataset has produced nine distinct 

synthetic datasets, each preserving the general structure and relationships of the original data 

while introducing some variability. Scatter plots show that the synthetic datasets maintain the 

clustering patterns of the three Iris species, with variations in cluster spread and overlap. 

Density plots of Sepal Length indicate that synthetic data largely preserves feature distributions 

across species, with minor deviations in peak heights or widths. Elbow plots for determining the 

optimal number of clusters consistently suggest a value around 3 for most synthetic datasets, 

aligning with the original Iris data. Slight variations in the elbow curves and inflection points 

reflect the randomness in the data generation process. These differences highlight the balance 

between maintaining the essential characteristics of the original data and introducing enough 

variation to create unique, representative synthetic samples. 

4. CONCLUSION 

This research systematically explored the use of synthetic data to preserve data 

properties and validate clusters through cluster number optimization techniques. Our findings 

demonstrate that synthetic data significantly enhances the robustness and accuracy of 

clustering models, particularly with limited original datasets like the Iris dataset. Using the 

Welch Two Sample t-test, we validated that synthetic data preserves key statistical properties 

of the original data, confirming its reliability for complex analysis tasks. The Elbow Method 

revealed that synthetic data effectively aids in determining the optimal number of clusters, 
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optimizing both computational resources and analytical accuracy. Visual tools such as density 

plots and clustering diagrams provided intuitive insights into the consistency between synthetic 

and original datasets, validating the synthetic data generation technique under various 

conditions. In summary, our research highlights the transformative potential of synthetic data in 

extending the capabilities of machine learning frameworks, particularly for unsupervised 

clustering algorithms. Integrating synthetic data generation into analytical workflows enhances 

the depth, reliability, and scalability of data analysis, empowering stakeholders to address 

complex problems with greater confidence. Future advancements in synthetic data generation 

will be crucial in refining cluster validation and optimization methods, bridging data gaps, and 

enabling sophisticated analyses across diverse disciplines, thereby advancing scientific 

discovery and business innovation. 
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ABSTRACT  
Bitewing radiographs provide high diagnostic value in the early diagnosis of dental 

diseases, particularly in the detection of caries and restorative materials (Lee et al., 2021). In 

this study, the performance of four different deep learning-based architectures was compared 

for automatic lesion segmentation in dental bitewing radiographs. The models used were U-

Net, Attention U-Net, Mask R-CNN, and YOLOv11n-seg. The Dental Bitewing X-ray Dataset, 

which is openly available on Kaggle, was used, and color-coded mask annotations were 

converted to class ID format to make them suitable for model training. U-Net and Attention U-

Net are pure segmentation models that perform pixel-level classification on the entire image, 

and the Dice coefficient and Intersection over Union (IoU) metrics were used to measure 

segmentation success. Similar approaches in the literature report high Dice scores in tooth 

segmentation (Dhar & Deb, 2022). Mask R-CNN and YOLOv11n-seg are object-based 

segmentation models that generate the location and pixel mask of each object and were 

therefore tested using COCO mAP@0.5:0.95 criteria. 

The results show that the U-Net model achieved the highest pixel-based segmentation 

success with an average Dice = 0.8940 and IoU = 0.8104, while Attention U-Net ranked 

second with Dice = 0.8726 and IoU = 0.7766. Mask R-CNN achieved a mask mAP@0.5:0.95 of 

0.6656 for mask segmentation, while the YOLOv11n-seg model achieved a box 

mAP@0.5:0.95 of 0.5313 and a mask mAP@0.5:0.95 of 0.4647, demonstrating high 

performance particularly in the filling-metal and dentin classes. However, it is noteworthy that 

both models showed low success in the cavity class. This situation may be due to factors such 
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as the loss of small lesion areas at low resolution, class imbalance, and the uncertainty of 

annotations. Furthermore, this low success rate in cavity detection from a clinical perspective 

may lead to missed opportunities for early diagnosis and delays in treatment planning. The 

findings show that U-Net-based architectures offer strong performance in pixel-level 

segmentation, while the YOLOv11n-seg model provides advantages in applications requiring 

real-time and object-based segmentation. In the literature, approaches similar to YOLOv11n-

seg, such as YOLO-DentSeg, provide high mAP and FPS values in real-time dental diagnosis 

systems (Hua et al., 2025). 

 
Key Words: Dental bitewing radiographs, Deep learning segmentation, Caries detection 

 
 
1. INTRODUCTION 
 
 Dental caries represents one of the most common chronic health conditions globally, and 

when left undiagnosed at an early stage, it can lead to permanent tooth loss and more 

complicated treatment processes. Therefore, accurate diagnosis in the initial phase is essential 

not only for the success of treatment but also for maintaining patients’ quality of life. Among the 

conventional diagnostic methods, dental bitewing radiographs stand out as an effective tool, as 

they allow for detailed evaluation of dental structures, existing restorations, and, in particular, 

early carious lesions located in the interproximal regions. Previous studies have highlighted 

that the diagnostic sensitivity of bitewing radiographs increases substantially when combined 

with artificial intelligence–based approaches (Grieco et al., 2022; Szabó et al., 2024; Lui et al., 

2025). 

 Nevertheless, the interpretation of bitewing radiographs largely depends on the clinician’s 

experience. Consequently, there is a significant risk of overlooking small or incipient lesions, 

which may lead to uncertainty and delays in the diagnostic process (Lee et al., 2021). This 

limitation underscores the necessity of developing AI-assisted systems that can enhance the 

reliability of diagnostic procedures and provide additional support to practitioners. 

 Deep learning, which has achieved groundbreaking success in numerous medical imaging 

tasks, also demonstrates considerable promise in the analysis of dental radiographs. 

Convolutional Neural Networks (CNNs), with their diverse architectures, are capable of 
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performing highly precise pixel-level analyses. Within this context, U-Net and its variants—such 

as Attention U-Net—have gained prominence owing to their high sensitivity in segmentation 

tasks (Dhar & Deb, 2022). In parallel, object-based approaches such as Mask R-CNN and 

YOLO not only identify the presence of lesions but also determine their locations and 

boundaries, thereby enabling both detailed and real-time analysis (Hua et al., 2025). 

 This study seeks to evaluate and compare the performance of four deep learning 

architectures—U-Net, Attention U-Net, Mask R-CNN, and YOLOv11n-seg—in the automatic 

segmentation of caries on dental bitewing radiographs. Comparable approaches have recently 

been applied with success in detecting apical lesions, caries, and other pathological conditions 

in dental images (Bayrakdar et al., 2022; Khattak et al., 2025). Through the assessment of both 

pixel-based and object-based segmentation approaches in terms of accuracy and clinical 

relevance, this study aims to make a substantive contribution to the advancement of AI-driven 

diagnostic systems in dentistry. In particular, U-Net and its derivatives have been reported to 

yield promising results in dental segmentation and caries detection (Bouali et al., 2024; Negi et 

al., 2024). The findings of this study are expected to provide valuable insights into how artificial 

intelligence can transform diagnostic workflows in dentistry. The evaluation will not only focus 

on diagnostic accuracy but also address clinical applicability, with the ultimate goal of 

supporting both individual treatment processes and broader public oral health. Large-scale 

investigations have already demonstrated that deep learning–based systems can significantly 

assist clinicians in the detection of proximal caries on bitewing radiographs (Pérez de Frutos et 

al., 2023; Rezaie et al., 2024). This study is therefore positioned to serve as a practical 

reference point for the integration of AI-assisted diagnostic tools into dental practice. 

2. MATERIALS AND METHODS 
 

2.1. Dataset 

The dataset used in this study is the Dental Bitewing X-ray Dataset, which is publicly available 

on the Kaggle platform. It comprises a total of 1,099 bitewing radiographic images, each 

provided together with its corresponding mask file. The images are in JPEG format, while the 

masks are stored as PNG files. Within the masks, dental structures and pathological conditions 

are annotated with distinct color codes. The annotated classes are as follows: background, 
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enamel, dentin, pulp, filling-metal, filling-non-metal, cavity, crown, dental-implant, dental-

implant-crown, root canal, sinus, and periapical radiolucency. 

For the purposes of this study, particular attention was given to the clinically critical 

classes—enamel, dentin, cavity, filling-metal, and filling-non-metal. These classes are those 

most frequently examined in clinical settings and provide essential diagnostic information for 

early detection. However, the distribution of classes in the dataset is imbalanced. While the 

dentin and enamel classes are highly represented, the number of samples corresponding to 

the cavity class is relatively limited. This imbalance led to reduced accuracy in the cavity class, 

as small lesions that were few in number were more difficult to detect due to resolution loss 

and insufficient representation. 

In this study, enamel, dentin, cavity, filling-metal, and filling-non-metal were evaluated as 

“clinically critical classes,” reflecting their importance for early diagnosis in practice. 

Nevertheless, the imbalance across these categories was a key factor underlying the reduced 

performance observed in cavity detection. 

 

Figure 1. Examples of the five selected classes in the dataset: original image, complete mask, and the highlighted 
target class. 
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2.2. Preprocessing 

Prior to model training, the color-coded masks were converted into class ID format, where each 

pixel was matched with its corresponding class label. This conversion enabled the masks to be 

directly processed by the deep learning architectures in numerical form. 

The resizing of images varied according to the requirements of each model architecture. 

For the U-Net and Attn U-Net models, all images and masks were rescaled to 256 × 256 pixels. 

This choice was made to reduce training time and optimize memory usage. In the case of Mask 

R-CNN, the default parameters of the Detectron2 library were retained, with images resized to 

a range of 640–800 pixels and a maximum dimension of 1333 pixels. For YOLOv11n-seg, all 

images were reshaped to 640 × 640 pixels during training, thereby ensuring standardized input 

sizes tailored to each model. 

Data augmentation strategies were employed to improve the models’ ability to generalize 

across diverse imaging conditions. These included random horizontal and vertical flipping, 90-

degree rotations, variations in brightness and contrast, as well as mild blurring. Such 

transformations were implemented to improve the robustness of the models against diverse 

imaging conditions. 

2.3. Yolo-Seg 

YOLOv11, one of the latest versions of the YOLO family, achieves substantially higher 

accuracy compared to its predecessors. This improvement is primarily attributed to optimized 

backbone and neck architectures, which enhance the model’s feature extraction capacity. 

These architectural refinements enable more precise object detection, particularly in complex 

tasks. The general structure of the YOLO object detection architecture is presented in Figure 2. 
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Figure 2. YOLO Object Detection Architecture (Ultralystic, 2025). 

A comparative overview of different YOLO versions is provided in Figure 3. 

 

Figure 3. Accuracy comparison of YOLO versions (Ultralystic, 2025). 

As shown in Figure 3, YOLOv11 surpasses earlier versions in terms of detection accuracy, 

demonstrating its capability for high-precision object recognition. YOLOv11-seg is available in 

five variants—YOLOv11n-seg, YOLOv11s-seg, YOLOv11m-seg, YOLOv11l-seg, and 

YOLOv11x-seg—supporting a wide range of computer vision tasks such as detection, 

segmentation, and classification. The architectural improvements allow the model to achieve a 

high mean Average Precision (mAP) score on the widely used COCO dataset. A notable 

advantage of YOLOv11 is its use of 22% fewer parameters compared to YOLOv8 while 

maintaining accuracy, thereby ensuring greater computational efficiency. 

In this study, the YOLOv11-seg variant—specifically designed for segmentation—was 

employed. In addition to the detection head, YOLOv11-seg incorporates a dedicated 

segmentation head that generates pixel-level masks for each detected object. Through its 
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Feature Pyramid Network (FPN) design, the model effectively captures both small and large 

structures. Low-resolution mask predictions are subsequently refined through upsampling to 

approximate the original image size. Consequently, the model provides both bounding boxes 

and pixel-level boundaries in a single process. 

The adaptability of YOLOv11-seg provides notable benefits in the analysis of dental 

radiographs, as it can detect caries, fillings, and dentin regions simultaneously through the use 

of both bounding boxes and segmentation masks. This combined functionality makes the 

model highly applicable to real-time clinical settings, offering efficient performance across 

various hardware platforms while preserving high accuracy (Hua et al., 2025). 

2.4. U-Net and Attention U-Net 

U-Net, a well-recognized architecture in segmentation tasks, has become prominent in 

biomedical image analysis owing to its effectiveness in identifying small anatomical structures. 

An overview of the U-Net design is illustrated in Figure 4. 

 

Figure 4. U-Net architecture. (Ronneberger et. al., 2015). 

As illustrated in Figure 4, the U-Net architecture minimizes spatial resolution loss through 

its encoder–decoder design and skip-connection mechanism. This characteristic provides a 

critical advantage in areas requiring detailed analysis. For instance, in panoramic dental 
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radiographs, the application known as Teeth U-Net employed Squeeze-Excitation and dense 

skip connections, achieving a remarkably high Dice score of 94% (Hou et al., 2023). 

The performance of U-Net has been further enhanced with the integration of attention 

mechanisms. The structure of the Attention U-Net architecture is presented in Figure 5. 

  

Figure 5. Attention U-Net architecture. (Kamnitsas et. al., 2017). 

As shown in Figure 5, the Attention U-Net architecture allows the model to concentrate 

more effectively on clinically significant regions, such as lesion sites. An evaluation using the 

Tufts Dental X-Ray Dataset demonstrated that Attention U-Net delivered outstanding 

segmentation performance, achieving a Dice score of 95% and an IoU of 90% (Mahran et al., 

2023). 

In this study, both the architectural simplicity and robust performance of U-Net, as well as 

the enhanced ability of Attention U-Net to discriminate small and early-stage lesions, were 

utilized. Both models were configured for pixel-level caries segmentation in dental bitewing 

radiographs. During the preprocessing stage, all images were normalized to a resolution of 256 

× 256 pixels, and data augmentation techniques such as rotation, flipping, and brightness–

contrast variations were applied to improve the generalization capability of the models. The 

training process was carried out for 50 epochs using the Adam optimizer and the categorical 

cross-entropy loss function. This approach was designed to achieve robust pixel-based 

analysis of both larger structural segments and fine lesion regions. 
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2.5. Mask R-CNN 

Mask R-CNN is a powerful and widely used architecture developed for object-based 

segmentation tasks. Built upon Faster R-CNN, this model not only detects and classifies 

objects while generating bounding boxes, but also incorporates an additional branch that 

produces precise pixel-level masks. By combining object-level and pixel-level information, 

Mask R-CNN offers a significant advantage in the analysis of complex images, particularly in 

medical and biomedical domains. 

In dentistry, the effectiveness of Mask R-CNN has been demonstrated in numerous studies. 

For example, research on panoramic radiographs has achieved high accuracy in the automatic 

segmentation of teeth (Jader et al., 2018). In a similar manner, the application of this method to 

Cone-Beam Computed Tomography (CBCT) images has produced encouraging outcomes in 

identifying both dental structures and pathological entities. Such results demonstrate the 

model’s capacity to differentiate complex anatomical areas as well as small lesions in dental 

radiographs (Cui et al., 2019). An overview of the Mask R-CNN architecture is provided in 

Figure 6. 

 

Figure 6. Mask R-CNN architecture. (Rubiu et. Al., 2023). 

In this study, Mask R-CNN was applied to dental bitewing radiographs to detect both 

anatomical and pathological structures—such as enamel, dentin, metal fillings, non-metal 

fillings, and caries—at the object level while simultaneously generating pixel-based masks. 

During model training, the default parameters of the Detectron2 library were preserved, and the 

images were resized within a range of 640–800 pixels. To ensure robust performance under 
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varying conditions, data augmentation techniques including horizontal flipping and brightness–

contrast adjustments were employed. 

2.6. Performance Metrics 

In this study, the different architectures were evaluated using performance metrics tailored 

to their respective approaches. For pixel-based segmentation models such as U-Net and 

Attention U-Net, which perform pixel-by-pixel classification across the entire image, 

performance was measured using the Dice Coefficient and Intersection over Union (IoU). 

These metrics quantify the extent to which the predicted segmentation masks overlap with the 

ground truth annotations. 

In contrast, object-based segmentation models such as Mask R-CNN and YOLOv11n-seg 

not only detect objects but also generate bounding boxes and pixel-level masks, thus requiring 

a different evaluation strategy. The performance of these models was assessed using the 

COCO mean Average Precision (mAP@0.5:0.95) metric, which jointly evaluates the accuracy 

of object localization and segmentation masks. By accounting for both positional precision and 

mask quality, this metric provides a more comprehensive assessment of model performance 

(Ye et al., 2024). 

The Dice Coefficient measures the similarity between the predicted mask (P) and the 

ground truth mask (G), and is defined as follows: 

 

 
 
           (1) 

Here, ∣P∣ denotes the number of predicted pixels, ∣G∣ represents the number of ground 

truth pixels, and ∣P∩G∣ indicates the number of pixels in their intersection. The IoU metric, on 

the other hand, measures the overlap between the predicted and ground truth masks, and is 

calculated as follows: 
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(2) 
 

These metrics have been widely employed in the literature, particularly for the evaluation of 

segmentation performance in dental radiographs (Luo et al., 2021). For object-based 

segmentation models such as Mask R-CNN and YOLOv11n-seg, the COCO mAP@0.5:0.95 

criterion was adopted. The mean Average Precision (mAP) reflects the average precision of 

the model across different IoU thresholds (e.g., 0.5, 0.75, 0.95), and is defined as follows: 

 

(3) 

Here, APᵢ denotes the average precision calculated for each class, while N represents the 

total number of classes. In models such as Mask R-CNN, the COCO mAP metric is considered 

more meaningful since it simultaneously evaluates both the accuracy of object localization 

(bounding box precision) and the quality of pixel-level segmentation (He et al., 2017). 

Through this approach, each architecture was assessed fairly and in alignment with its 

inherent design strengths. Pixel-based models were evaluated using Dice and IoU to provide a 

detailed overlap analysis, whereas object-based approaches were analyzed with the COCO 

mAP criterion, which reflects both localization accuracy and segmentation performance in an 

integrated manner. 

3. FINDINGS 
 

For this study, a dataset comprising a total of 1,099 bitewing images was used. In the 

YOLO-seg experiments, 879 images were allocated for training and 220 for validation. This 

model employed an object-based evaluation approach. In contrast, to assess the performance 

of pixel-based segmentation models such as U-Net and Attention U-Net, all images were 

resized to 256 × 256 pixels. These models were analyzed based on pixel-by-pixel 

classification. 

Mask R-CNN and YOLO-seg, by comparison, were evaluated using object-based 

performance metrics, since they not only detect the presence of objects but also determine 
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their positions and boundaries. This strategy allowed for a fair comparison of the strengths of 

different architectures and provided insights into their potential for dental image analysis. 

Among the pixel-based models, the performances of U-Net and Attention U-Net were 

compared. Analysis results indicated that U-Net achieved the highest performance in terms of 

mean Dice and IoU scores, while Attention U-Net ranked second. Both models yielded 

particularly high overlap values for the enamel and dentin classes. However, a noticeable 

decline in performance was observed for the cavity (caries) class in both models. This 

decrease was attributed to the small size of carious lesions and their tendency to disappear in 

lower-resolution images. Furthermore, class imbalance within the dataset was also considered 

a contributing factor to this decline. The class-based results of the pixel-based models are 

presented in Table 1. 

Table 1. Class-based results of pixel-based models. 

Class U-Net Dice U-Net IoU Att U-Net Dice Att U-Net IoU 

0 0.925527 0.861377 0.919152 0.850399 

1 0.913129 0.840145 0.902135 0.821718 

2 0.812710 0.684509 0.774559 0.632065 

3 0.920580 0.852847 0.889289 0.800648 

4 0.897275 0.813688 0.883258 0.790924 

5 0.892672 0.806150 0.882470 0.789662 

6 0.835783 0.717893 0.857597 0.750695 

Mean 0.885382 0.796658 0.872637 0.776587 

* For U-Net and Attention U-Net, classes 0–6 represent the harmonized class IDs in the dataset. 

An examination of Table 1 shows that the pixel-based segmentation models, U-Net and 

Attention U-Net, generally achieved high performance. However, the comparison indicates that 

U-Net performed better overall. U-Net obtained a mean Dice score of 0.885 and a mean IoU 

score of 0.797, surpassing the results of Attention U-Net. The average values for Attention U-

Net were calculated as Dice = 0.873 and IoU = 0.777. 

In the class-based analysis, U-Net reached Dice scores above 0.90 particularly in classes 

0, 1, 3, and 4, which represent broader structures such as enamel and dentin. This outcome 

demonstrates the model’s reliability in distinguishing these structures. However, in the cavity 

(caries) class (Class 2), a noticeable decline in performance was observed, with Dice = 0.813 
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and IoU = 0.685. This reduction was associated with the small size of carious lesions, their 

tendency to disappear at lower resolutions, and the limited number of annotations. 

A similar trend was identified for Attention U-Net. While the model also achieved high 

scores in enamel and dentin classes, it showed its lowest performance in the cavity class, with 

Dice = 0.775 and IoU = 0.632. Despite the attention mechanism’s ability to highlight small 

regions, the overall performance of Attention U-Net remained behind that of U-Net. This 

limitation may be attributed to the imbalance among classes in the dataset, which could have 

restricted the effectiveness of the attention mechanism. To address this issue, strategies such 

as data augmentation focused on underrepresented classes (e.g., synthetic generation of 

carious regions) or the application of weighted loss functions are recommended. Figure 7 

presents the training curves for U-Net and Attention U-Net, as well as a comparison between 

their ground truth and predicted masks. 

 

Figure 7. Loss and accuracy comparison of U-Net and Attention U-Net during training. 
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Figure 8. Comparison of ground truth and predicted masks for U-Net and Attention U-Net. 

In conclusion, the results presented in Table 1, Figure 7, and Figure 8 demonstrate that the 

U-Net architecture provides a strong foundation for pixel-based segmentation in dental bitewing 

radiographs, whereas Attention U-Net, despite offering certain localized advantages, lags 

behind U-Net in terms of overall average performance. The class-based segmentation results 

of YOLOv11n-seg are presented in Table 2. 

Table 2. Class-based segmentation results of YOLOv11n-seg. 

Class Box AP@0.5:0.95 Mask AP@0.5:0.95 

Filling-metal 0.8318 0.7867 

Filling-non-metal 0.5107 0.4854 

Cavity 0.0903 0.0912 

Enamel 0.4795 0.3931 

Dentin 0.7443 0.5673 

Mean 0.5313 0.4647 

 

An examination of Table 2 presents the class-based box and mask mAP@0.5:0.95 values 

for the YOLOv11n-seg model. According to the results, the model achieved overall averages of 
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box mAP = 0.5313 and mask mAP = 0.4647. These values indicate that the model delivered 

balanced yet class-dependent performance in object-based segmentation. 

At the class level, the highest performance was achieved for the filling-metal category. With 

box mAP = 0.8318 and mask mAP = 0.7867, these results suggest that metal filling regions 

were easily distinguished by the model due to their strong contrast differences. Similarly, the 

dentin class produced successful outcomes, with box mAP = 0.7443 and mask mAP = 0.5673. 

In contrast, the cavity class exhibited the lowest performance, with box mAP = 0.0903 and 

mask mAP = 0.0912. This result indicates that small lesion areas were insufficiently detected 

due to their tendency to disappear in low-resolution images and the presence of class 

imbalance. For the enamel class, box mAP = 0.4795 and mask mAP = 0.3931 were obtained. 

The wide anatomical distribution of enamel regions, combined with their frequent proximity to 

neighboring structures, likely contributed to this moderate level of performance. 

For the filling-non-metal class, the results were box mAP = 0.5107 and mask mAP = 

0.4854, which can be attributed to the fact that non-metal fillings lack the visual distinctiveness 

of metallic ones. 

 

Figure 9. presents a comparison between ground truth and predicted masks. 

Overall, YOLOv11n-seg demonstrated strong performance particularly in the filling-metal 

and dentin classes. However, its low performance in the cavity class highlights the model’s 

limitations in detecting early-stage caries. This outcome represents a clinically critical finding, 
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indicating an area that could be improved through data augmentation or enhanced annotation 

quality. 

For the Mask R-CNN model, a marked imbalance was observed in class-based results. 

While the dentin class achieved an acceptable success rate of approximately 33%, the filling-

metal, filling-non-metal, cavity, and enamel classes yielded performances close to zero. This 

suggests that although the model is relatively more effective at capturing larger, high-contrast 

structures, it struggles to distinguish smaller or low-contrast regions. The near-zero 

performance in the cavity class is particularly concerning, as it indicates a failure to detect 

clinically critical lesions, thereby posing a significant limitation for early diagnosis. 

Despite this, the overall mAP@0.5:0.95 value reported by Detectron2 appeared relatively 

high. However, this average score masked the class-level failures, presenting the overall 

performance as stronger than it truly was, even though certain classes achieved no success at 

all. This finding underscores that Mask R-CNN provides a statistically misleading global score 

in dental radiographs and is highly sensitive to class imbalance. 

In conclusion, Mask R-CNN cannot be regarded as a reliable standalone method for dental 

radiographs. Its class-specific shortcomings—particularly the inability to detect small and poorly 

defined lesions—pose critical constraints for clinical use. Therefore, improving the performance 

of Mask R-CNN requires the integration of weighted loss functions, targeted data augmentation 

strategies for underrepresented classes, and hybrid approaches that combine complementary 

architectures. 

Table 3. Summary of mAP results for object-based models 

Model mAPbox 0.5:0.95 mAPmask 0.5:0.95 

YOLOv11n-seg 0.5313 0.4647 

Mask R-CNN 0.2246 0.6656* 

 

In Table 3, the object-based average performance values of the YOLOv11n-seg and Mask 

R-CNN models are compared. The YOLOv11n-seg model achieved balanced results in object-

based segmentation, with box mAP@0.5:0.95 = 0.5313 and mask mAP@0.5:0.95 = 0.4647. 
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The relatively higher box-based performance compared to the mask-based results suggests 

that the model was more successful in determining the locations of objects, while 

demonstrating comparatively lower accuracy in generating pixel-level masks. 

For Mask R-CNN, the reported mask mAP@0.5:0.95 = 0.6656 appeared relatively high on 

average. However, class-based analysis revealed failures in the cavity, enamel, and filling 

classes. Due to these class-level inconsistencies, Mask R-CNN cannot be considered a 

reliable model. Thus, the values presented in Table 3 indicate that YOLOv11n-seg provided a 

more stable performance in practical applications, whereas Mask R-CNN, despite its seemingly 

high average score, fell short due to inconsistencies across classes. 

Overall, U-Net–based models delivered strong pixel-level performance, while the 

YOLOv11n-seg model offered a balanced and practical solution for real-time applications. In 

contrast, Mask R-CNN was not evaluated as a clinically reliable method due to its class-level 

inconsistencies. 

4. RESULTS 

This study compared four different deep learning architectures for the automatic 

segmentation of caries and dental structures in bitewing radiographs. The models examined 

were U-Net, Attention U-Net, Mask R-CNN, and YOLOv11n-seg. Through this analysis, both 

the strengths and limitations of pixel-based and object-based approaches were evaluated, 

providing a comprehensive assessment in terms of accuracy and clinical applicability. 

The results revealed that pixel-based approaches provided superior accuracy. Among 

them, the U-Net model demonstrated the highest performance, reaching a Dice coefficient of 

0.894 and an IoU of 0.810. This outcome confirms the prominent role of U-Net in biomedical 

image segmentation (Ronneberger et al., 2015). In agreement with this finding, Hou et al. 

(2023) reported similarly high Dice scores in their Teeth U-Net study on panoramic 

radiographs, reinforcing the validity of the present results. While Attention U-Net possesses the 

capability to emphasize smaller, clinically important regions, its performance was hindered by 

class imbalance, resulting in lower accuracy compared to U-Net. Mahran et al. (2023) also 

observed that small lesions in the Tufts Dental X-Ray dataset were difficult to detect due to 

limited and uneven annotations. 
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Regarding object-based models, YOLOv11n-seg delivered noteworthy results, particularly 

in the filling-metal and dentin categories. The model achieved a mean box mAP@0.5:0.95 of 

0.531 and a mean mask mAP of 0.465. Similarly, Hua et al. (2025) emphasized in their YOLO-

DentSeg study that the real-time capability of YOLO architectures highlights their suitability for 

clinical practice, especially in terms of processing efficiency and hardware adaptability. 

Nevertheless, the limited performance in the cavity class pointed to ongoing challenges in the 

detection of early-stage caries. This shortcoming was primarily related to the small lesion size 

and the insufficient number of annotations (Ye et al., 2024). 

Mask R-CNN, on the other hand, exhibited significant inconsistencies in class-based 

analysis. Although its overall mean mAP appeared relatively high, it achieved almost no 

success in cavity, enamel, and filling classes. Jader et al. (2018) reported a similar finding in 

panoramic radiographs, noting that the model performed well for large structures but was 

inadequate for fine details. Likewise, Miki et al. (2020) highlighted the limited accuracy of Mask 

R-CNN in complex anatomical regions of CBCT images. The results of this study are 

consistent with those findings. 

In general, U-Net and Attention U-Net provide reliable solutions for pixel-based 

segmentation tasks, while YOLOv11n-seg stands out as a practical alternative thanks to its 

speed and real-time processing capability. Mask R-CNN, however, cannot be considered a 

reliable standalone method due to inconsistent performance across classes and low accuracy 

in small lesion detection. The main limitations of this study include the small number of 

annotations for the cavity class and the tendency of small lesions to disappear at lower 

resolutions. To address these limitations, more balanced datasets, higher-resolution images, 

and the integration of explainable AI methods (e.g., Grad-CAM++, SHAP) are recommended. 

In conclusion, this study demonstrates under which conditions AI-based segmentation 

systems can be considered more reliable for dental radiographs. The findings contribute to the 

development of clinical diagnostic systems and provide an important foundation for hybrid 

approaches that can support early diagnosis and treatment planning. 
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5. DISCUSSION 
 

In this study, four different deep learning architectures were evaluated on dental bitewing 

radiographs, each exhibiting varying levels of performance. The findings demonstrate that 

pixel-based models achieved higher accuracy compared to object-based approaches. The high 

Dice and IoU scores of U-Net are consistent with previous studies that identified this model as 

a reliable method in biomedical image segmentation (Ronneberger et al., 2015; Nishitani et al., 

2021). Research conducted on panoramic radiographs has similarly reported that U-Net–based 

approaches deliver clinically acceptable accuracy (Hou et al., 2023). 

Although Attention U-Net is an architecture designed to focus on small and clinically 

significant lesions, its performance in this study was limited due to class imbalance. Mahran et 

al. (2023) also emphasized that balanced datasets and comprehensive annotations are critical 

for the effective detection of small lesions. This finding highlights that the quality of training 

data, rather than model architecture alone, is a decisive factor in performance. 

Among object-based models, YOLOv11n-seg yielded satisfactory results for high-contrast 

structures such as metal fillings. This trend aligns with the literature, which supports the 

adoption of YOLO-based methods in clinical applications where speed and hardware efficiency 

are required (Hua et al., 2025). However, the low performance observed in the cavity class 

underscores the ongoing challenge of detecting early-stage caries with object-based 

approaches. As reported by Ye et al. (2024), the disappearance of small lesions at low 

resolutions is one of the primary reasons for this limitation. 

Mask R-CNN, in contrast, showed pronounced variations in performance across classes. 

While acceptable accuracy was achieved for broader structures such as dentin, performance 

was nearly negligible for small or low-contrast regions. Jader et al. (2018) reported similar 

limitations in panoramic radiographs, and Miki et al. (2020) identified comparable shortcomings 

in CBCT images. These findings make it difficult to consider Mask R-CNN a reliable standalone 

method for dental image analysis. Nevertheless, adopting hybrid strategies could partially 

overcome these limitations. For instance, integrating U-Net–based pixel segmentation with 

YOLO-based object detection may produce more balanced outcomes in terms of both accuracy 

and efficiency. 
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In recent years, the integration of attention-based Transformer architectures into medical 

image segmentation has emerged as a promising development for the detection of small 

lesions (Dosovitskiy et al., 2021; Chen et al., 2023). Adapting such approaches to dental 

radiograph analysis could enhance pixel-level precision while preserving the speed advantages 

of object-based models. 

In light of the present findings, future research should focus on several key directions. First, 

the improvement of performance in the cavity class requires the development of balanced, 

high-quality annotated datasets. Additionally, strategies such as synthetic data generation and 

weighted loss functions could strengthen the contribution of small lesions to overall model 

performance (Lin et al., 2020). Training models in alignment with international classification 

systems (ICDAS, ICCMS) would further enhance clinical validity. Finally, the integration of 

explainable AI methods, such as Grad-CAM++ and SHAP, would not only improve accuracy 

but also support clinical trustworthiness by enabling practitioners to better understand model 

decisions. 
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ABSTRACT  
This research examines the norms that emerge during problem-solving processes within 

the framework of the Theory of Practical Rationality. The study aims to uncover the underlying 

norms behind the behaviors and decisions exhibited by participants during their problem-

solving actions. The problem-solving process is based on Polya's (1945) phased approach, 

systematically analyzing how participants understand the problem, devise a plan, execute the 

plan, and evaluate the solution process. 

The Theory of Practical Rationality, developed by Herbst and Chazan (2011), allows for 

understanding how rational decisions are made and how they guide solution processes in 

mathematical situations during mathematics education. According to this theory, individuals' 

actions are guided by norms specific to their social environment and professional practices. 

Therefore, problem-solving actions are not merely cognitive processes but are interwoven with 

these norms. 

The study included mathematics teachers with varying professional experiences and 

academics working in the field of mathematics education. Two different problem contexts were 

used, and the participants' solution processes were collected using a qualitative method, 

namely focus group interviews (Krueger and Casey, 2015). Focus group interviews were 

chosen as an appropriate method to deeply understand participants' thought processes, 

strategy preferences, and the dilemmas they faced during the solution path. The data obtained 

from four different focus group interviews, each corresponding to a step in the problem-solving 

process, were analyzed using content analysis to determine the norms related to the problem-

solving processes (Miles, Huberman and Saldaña, 2019). These interviews allowed 
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participants to collectively experience the problem-solving processes in two different complex 

and open-ended problem contexts. The analyses enabled the systematic presentation of the 

rational approaches exhibited by the participants in their solution processes. 

As a result of the analyses, the main norms displayed by the participants during their 

problem-solving processes were determined. These norms were found to be closely related to 

Polya's problem-solving steps. For example, in the understanding the problem step, 

participants exhibited norms of checking prior knowledge and analyzing the given information 

in the problem. In the devising a plan phase, norms such as simplifying the problem, leveraging 

similar solved problems, and supporting the use of different strategies came to the forefront. In 

the executing the plan and evaluating the solution steps, norms like asking for explanations of 

solutions, self-evaluation, peer evaluation, and posing a problem that takes the problem-solving 

process a step further were observed. Furthermore, as a common decision-making norm for 

the participants, the practice of preparing before problem-solving was found to be significant. 

The findings of the research demonstrated which norms were adopted by the participants 

in their problem-solving processes and how these norms shaped their solution strategies. In 

addition, the evaluations made within the framework of the Theory of Practical Rationality 

contributed to understanding the role of norms in instructional processes and teachers' 

pedagogical decisions. This study contributes to the mathematics education literature by 

determining the norms related to the problem-solving process within the scope of the Theory of 

Practical Rationality and the applicability of this approach in education. Furthermore, this work 

shows that the problem-solving process is not just a series of cognitive skills but also a product 

of professional practices and social interactions. These findings offer important implications for 

the design of training programs for the professional development of mathematics teachers and 

the teaching of problem-solving skills, suggesting that practical rationality norms should be 

considered in addition to cognitive processes. 

Key Words: Practical Rationality, Norms, Problem Solving Process. 

* This study was developed from a section of the doctoral dissertation title " Examining 

Preservice Mathematics Teachers’ Practical Rationality of Problem Solving Process" prepared 



International Conference on Mathematics and 
Mathematics Education (ICMME-2025), İstanbul Medeniyet 

University, İstanbul, Türkiye, September 11-13, 2025 
“Mathematics in İstanbul, Bridge Between Continents” 

        
 

 

43 
 

by the second author under the supervision of the first author at the Marmara University 

Institute of Educational Sciences. 

 

1. INTRODUCTION 

 

The sustainability of the economic, social, and cultural development of societies largely 

depends on education systems equipping individuals with the knowledge, skills, and attitudes 

required by the era and the future. In this context, global and national educational reforms are 

structuring mathematics education to assume a central role in developing students' critical, 

creative, and analytical thinking skills. The skill of problem solving plays a key role in the reform 

efforts that have been implemented in mathematics education from the past to the present. 

This is because problem solving is regarded as a cognitive foundation that not only develops 

students' mathematical competencies but also their abilities to overcome challenges they may 

encounter in daily life. 

This strategic importance of problem-solving is clearly emphasized by national and 

international official institutions. Within the scope of the Türkiye Century Education Model 

implemented by the Ministry of National Education (MEB) in 2024, problem solving is defined 

as one of the higher-order skills and one of the five fundamental mathematical area skills that 

need to be developed. Internationally, the PISA assessments conducted by the Organisation 

for Economic Co-operation and Development (OECD) relate problem solving ability to the 

competence of "solving problems encountered in daily life," stating that it is essential for 

individuals' high quality of life and productivity. Similarly, the National Council of Teachers of 

Mathematics (NCTM) considers problem-solving a fundamental ability of mathematical thinking 

and underlines the necessity of a broad problem-solving perspective to develop students' 

communication and discussion skills, prepare them for real-world problems, and support their 

flexible thinking. This institutional consensus indicates that problem-solving is one of the 

cornerstones of mathematical thinking skills. 

The problem-solving process consists of four fundamental steps, as conceptualized by 

George Polya (1945): understanding the problem, devising a plan, carrying out the plan, and 

looking back (evaluating the solution process). Instantaneous decisions by the teacher, such as 



International Conference on Mathematics and 
Mathematics Education (ICMME-2025), İstanbul Medeniyet 

University, İstanbul, Türkiye, September 11-13, 2025 
“Mathematics in İstanbul, Bridge Between Continents” 

        
 

 

44 
 

how much guidance to give students throughout these steps, which strategy selection to 

permit, and when to intervene, are influenced by external and contextual factors like class size, 

curriculum intensity, and students' lack of motivation. This situation makes PS implementation 

a complex domain that requires a continuous balancing act between teachers' pedagogical 

ideals and practical necessities. 

The decision-making actions of teachers, who assume a key role in implementing 

classroom practices, occur in highly social environments based on continuous and complex 

human interactions. Decision-making is generally defined as the process of consciously 

selecting an alternative to achieve a goal. However, unlike the 'rational actor' model in finance 

or economics, teacher decisions exhibit an instantaneous and volatile structure due to the 

influence of unstructured and dynamic classroom environments. 

Mathematics education research has long focused on explaining teacher decisions by 

reducing them to individual and cognitive characteristics such as teachers' knowledge, beliefs, 

and values. These traditional approaches fall short in explaining teaching practices merely as 

an expression of individual competence, ignoring pressures from external conditions, 

administrative requirements, and social/organizational environments. Therefore, the focus 

shifts from whether a teacher's decision is 'pedagogically correct' to whether it is feasible, 

acceptable, and justifiable. 

To overcome these traditional limitations, the Theory of Practical Rationality addresses 

instructional actions as a product of the socio-cultural context that lies outside individual 

characteristics. This theory, developed by Herbst and Chazan (2011), is a socio-cultural 

theoretical system that requires accounting for the resources offered and the contextual 

conditions encountered in practice to understand teachers' instructional actions and decisions. 

The theory conceptualizes mathematics teaching as the management of specific scenarios, 

called instructional situations, where traditional mathematical tasks (solving equations, proving, 

problem-solving, etc.) take place. The two foundational concepts of this theory are norms and 

professional obligations. 

The concept of a norm is central to understanding the rationality of actions that occur in 

a social context, such as problem-solving. Norms are a set of implicit or explicit rules that guide 
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and justify the behaviour of individuals and groups. Evaluating the concept of a norm in the 

field of education is critical for understanding the complex social and cognitive dynamics of 

learning environments. In educational research, the concept of a norm refers to the standards 

of acceptable or expected behaviour, interaction, and reasoning in a learning environment. 

These standards are central to instructional processes and significantly influence how students 

construct and justify their mathematical knowledge. Norms serve as a fundamental building 

block in the formation of the micro-culture that supports individual and collective learning. 

Guy Brousseau's Theory of Didactical Situations (1997) aims to enable a student to 

construct knowledge only through a problem situation called a "dimensional environment," 

without teacher intervention. This theory is based on the concept of the didactical contract. The 

didactical contract is a set of rules and norms implicitly existing between the teacher and the 

student, defining each one's roles, responsibilities, and expectations in the classroom 

environment. This contract allows the student to understand what the teacher wants and when 

they should do it. However, the rigidity or inappropriateness of the contract can impede the 

student's process of constructing personal knowledge. Therefore, in this theory, norms function 

as regulators of didactic relationships, generally accepted unconsciously, structuring the way 

knowledge is transmitted and constructed. 

Paul Cobb and Erna Yackel (1996) made a significant contribution to this field by 

dividing norms in the context of mathematics education into two categories: general classroom 

norms and sociomathematical norms. General classroom norms are standards of interaction 

that are applicable in a mathematics classroom but are not specific to mathematical activity. 

For example, these are expectations regarding general classroom behaviours such as taking 

turns to speak, listening to each other, or requiring explanations to be understandable. 

Sociomathematical norms, on the other hand, are specific to mathematical discussion and 

activity, regulating students' mathematical thinking and justification. Examples include shared 

expectations regarding mathematical judgments such as "what constitutes a mathematically 

different solution," "when a mathematical explanation is considered sufficient," or 

"characteristics of an efficient solution". 
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In another study concerning norms, Stigler and Hiebert (1997) show how norms are 

influenced by a broader cultural framework and shape the implicit expectations shared by 

teachers and students. According to this view, teaching is a cultural activity, and it is suggested 

that every culture has its own, often unconscious, script. These cultural scripts function as high-

level norms that determine the typical structure of a lesson, the roles of the teacher and 

students, and fundamental beliefs about learning. 

The Theory of Practical Rationality, developed by Patricio Herbst and Daniel Chazan, is 

a mid-level theory focused on examining the rationale behind mathematics teaching practice 

and why teacher actions are considered "reasonable" in a certain way. This theory addresses 

the teacher's actions not simply as individual preferences or pedagogical competence but as 

being shaped by the normative expectations of an institutional and professional context. Within 

this framework, the concept of a norm not only explains the observed regularities of classroom 

interactions but also reveals the professional justification that forms the basis for sustaining 

these regularities. Herbst and Chazan use the term norm in a sociological sense as the tacitly 

expected normal or unmarked behaviour in an environment. The teacher's sense of what to do 

and what not to do during a lesson is largely determined by these norms. These norms make 

the teacher's choice of a specific action reasonable or justify its rejection. For instance, even if 

new pedagogical approaches that allow for student discovery are suggested while teaching a 

theorem, the established institutional norm might require the teacher to ensure that the 

knowledge related to that theorem is presented correctly and officially. This norm includes the 

expectation that the teacher formally sanctions that knowledge, and that students are 

subsequently held responsible for it. According to Herbst and Chazan, norms explain the 

distinction between what is possible and what is feasible in classroom interaction. Innovative 

teaching visions or actions aimed at enabling students to do more authentic mathematical 

work, if they fall outside existing norms, may be seen as "unfeasible" or "unreasonable" actions 

by experienced practitioners and therefore rejected. This theory particularly emphasizes the 

decisive role of norms in the management of instructional exchanges. The interaction between 

teachers and students adheres to consistent sets of norms specific to certain instructional 

situations. 
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When Polya's (1954) work on the problem-solving process in mathematics education 

and the theory of practical rationality are considered together, Polya's model is a fundamental 

reference point for structuring mathematical thinking. However, how students experience these 

steps in classroom practice and how teachers guide this process is related not only to cognitive 

frameworks but also to socio-cultural and normative frameworks. In this context, the theory of 

practical rationality, put forward by Herbst and Chazan (2003, 2012), allows for the explanation 

of how teachers make decisions according to specific pedagogical norms, classroom 

expectations, and contextual constraints. 

Evaluating this research within this scope highlights it as a study that brings together two 

powerful dimensions. First, it positions Polya's problem-solving steps not only as a theoretical 

framework but also as a tool for the analysis of classroom practices. This makes it possible to 

examine the roles of students and teachers in the problem-solving process more 

systematically. Second, the Theory of Practical Rationality offers a powerful explanatory 

framework for understanding why teachers make certain choices in problem-solving processes. 

Teachers' decisions in the classroom are shaped not only by individual pedagogical 

preferences but also by professional norms, curriculum expectations, and classroom dynamics. 

Therefore, this research aims to reveal how normative structures and pedagogical rationalities 

in mathematics teaching are reflected in problem-solving processes. 

The main objective of this research is to deeply examine and characterize the norms 

related to the four steps constituting Polya's problem-solving process within the framework of 

the theory of practical rationality. The study particularly aims to reveal by which norms teachers 

justify their actions in the problem-solving process and how these norms regulate the potential 

for students to engage in original mathematical work. In this context, the research seeks an 

answer to the question: "What are the norms related to the problem-solving process within the 

framework of the Theory of Practical Rationality?". 

This study is expected to make important contributions to the mathematics education 

literature and practices. The first is that, by integrating two different theories of mathematics 

education, a comprehensive analytical framework is presented that explains both what should 

be taught and why the teacher teaches in a certain way regarding the problem-solving process. 
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This integration will fill the theoretical gap between a cognitive ideal model and educational 

feasibility. Another contribution is that the explicit definition of implicit norms and the 

understanding of justification mechanisms will offer practitioners operational ways for feasible, 

gradual, and sustainable improvements in problem-solving instruction that will enable students 

to do more authentic mathematical work. Understanding why it is acceptable to violate a norm 

can aid the adoption of new practices that promote desired pedagogical outcomes. 

In conclusion, this research makes an important contribution to developing a more 

realistic, context-sensitive, and normatively focused understanding of problem-solving 

pedagogy by maintaining the theoretical power of Polya's model while showing how it is 

transformed or constrained in classroom practice. The strength of such a study is its emphasis 

on the centrality of normative structures in mathematics education by proving that teacher 

actions are not merely personal choices but also adaptations to collective and institutional 

expectations. 

2. METHOD 

This research was conducted using a qualitative method to deeply examine the 

problem-solving process based on George Polya's (1945) four steps. Due to the necessity of 

in-depth examination of a specific cognitive phenomenon (problem-solving according to Polya's 

steps) within a real-life context, a case study design, a qualitative research approach, was used 

in the research. Qualitative research was preferred because it offers an interpretative process 

focusing on understanding the 'why' of human and group behaviours. 

The research was designed as a holistic multiple-case study, as defined by Stake 

(2005), to increase methodological rigor. This design allowed for the comparative examination 

of the problem-solving processes of experts with different professional roles. Furthermore, in 

accordance with Yin's (1984/1994) classification, each of Polya's problem-solving stages was 

treated as a separate focus group session, and this approach permitted the separation of units 

of analysis as an embedded multiple-case design. 

The study group consisted of a total of 8 experts determined using a purposive sampling 

strategy. This group was composed of 5 mathematics teachers working in different high 
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schools and 3 academics working in the field of mathematics education. The main objective of 

this selection was to observe the potential interactions between pedagogical practice 

knowledge and theoretical mathematics education knowledge, and to provide a rich 

perspective on problem-solving processes. The size of the study group (8 people) provided a 

balance that is suggested by Krueger (1994) for focus group interviews, where complex and 

controversial issues need to be addressed in depth (not more than seven), and which 

preserves the richness of opinions. 

Data were collected through focus group interviews to reveal the participants' interactive 

and collaborative reasoning processes. The focus group interviews were conducted as 

sessions managed by a non-directive moderator and recorded via audio or audio-visual means 

with the participants' permission. A total of 4 group interviews were conducted, based on 

George Polya's (1945) four classic steps, for the systematic observation of problem-solving 

processes. Each session was structured by focusing on the stages of understanding the 

problem, devising a plan, carrying out the plan, and looking back (evaluating the solution 

process), respectively. 

The basis of each interview session was formed by norm violation scenarios, which are 

the methodological tool of Herbst and Chazan's (2006) theory of practical rationality. In the 

study, each step of Polya was identified as a moment of decision for the participants, and 

situations involving mismanaged or implicitly violated norms in classroom interaction were 

presented. These scenarios were verbally elaborated in detail by the moderator and opened for 

discussion, aiming to draw the participants' attention to the existence of the norm, which is 

normally implicit. 

Two different non-routine problems on Exponential Equations and Logarithms were 

used to reveal the experts' high-level reasoning abilities. The use of non-routine problems 

required the experts to go beyond mere procedural skills and employ higher-order thinking 

skills such as organizing data, seeing relationships, and performing sequential activities. The 

reason for preferring such problems is their potential to make the participants' normative 

tendencies more visible in the problem-solving process. The problems enabled the analysis of 
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norms that emerged in the participants' processes of explanation, justification, and persuasion 

by triggering both cognitive and social interactions. 

The obtained data were analyzed in accordance with qualitative data analysis. The 

analysis of the data was carried out within the framework of two main approaches. First, the 

data analysis process proposed by Miles, Huberman, and Saldaña (2019) was followed. This 

process includes the systematic coding of data, categorization, theme formation, and the 

interpretation of these themes by transforming them into visual tables or networks. Thus, the 

norms related to the problem-solving process were revealed systematically. Second, Braun 

and Clarke's (2006) thematic analysis approach was used. Thematic analysis is a flexible 

method focused on extracting meaningful patterns (themes) from data and allowed for the 

visibility of different dimensions of the norms in line with the research objectives. By using 

these two approaches together, both a systematic and flexible analysis process was followed; 

the norms emerging in the problem-solving processes were examined both in depth and 

holistically. 

The data analysis was conducted in six stages within the framework of these 

approaches. In the first stage, all recorded focus group interview transcripts, interview notes, 

and experts' worksheets were examined to become familiar with the data. In the second stage, 

transcripts were analyzed line by line, and both deductive coding according to Polya's steps 

and inductive coding according to the experts' spontaneous strategies were performed. In the 

third stage, the codes created were grouped into sub-themes and main themes representing 

patterns of meaning. In the fourth stage, the consistency of the themes with both the raw data 

set and the theoretical frameworks was systematically checked. In the fifth stage, the final 

themes were defined to best answer the research question. In the final stage, the findings 

obtained were reported, supported by rich quotes and detailed descriptions. 

Various strategies were implemented to enhance the validity and reliability of the 

research. Firstly, audio recordings were taken during the data collection process, and all 

interviews were transcribed. In the coding process, two researchers worked independently, 

comparisons were made on the emerging codes and themes, and consensus was reached. 

Furthermore, member checking was conducted to verify the findings obtained from the 
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participants. These strategies were used as measures to increase the reliability and credibility 

of the research findings. 

 

 

3. FINDINGS 

 

Considering the data obtained from the research, the findings include an in-depth 

analysis of the metacognitive and pedagogical approaches exhibited by participating teachers 

and academics during the classroom implementation of non-routine problems. The obtained 

data structure the problem-solving process not only as a sequential series of the four-stage 

model but also as implicit cognitive norms that guide and facilitate these steps. Below, the 

norms that emerged for each stage are presented along with participant statements, and 

descriptive comments on how these norms operate in the problem-solving process are 

included. The data were collected in the context of non-routine problems related to the topics of 

exponential equations and logarithms; the specific conceptual requirements of this context 

made some norms more visible. 

  3.1 Before the Problem-Solving Process Begins: Teachers' Pre-Preparation Activities 

 

Although Polya's problem-solving process model addresses the "understanding the 

problem" stage as the first phase, the research showed that teachers carry out an active 

preparation phase before this official starting point. Throughout the focus group interviews, 

participants stated that pre-preparation is a professional practice carried out by the teacher. 

Participants stated that the teacher's level of preparation determines both the way problems 

are presented and the normative expectations within the classroom. For example, one teacher 

expressed: "Before presenting the problem to the students, I analyze the possible solution 

obstacles and strategic errors. My pre-preparation as a teacher allows me to anticipate where 

students will get stuck throughout the process and intervene at the right moment". An 

academic, on the other hand, stated: "Pre-preparation for me also means checking the 

appropriateness of the problem. The problem should enable students to better understand their 
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personal world and related concepts. I do not bring a problem that doesn't ensure this to the 

class". Furthermore, the situations of how the classroom application will be carried out (group 

work or individual work), anticipating situations that may be encountered in the later stages of 

the process, and how the evaluation process will be handled at the end of the problem are 

shaped by the teacher around the pre-preparation norm. 

3.2 Norms Related to the "Understanding the Problem" Stage 

Two main norms stand out in the "understanding the problem" stage. These are 

checking prior knowledge and analyzing the information given in the problem. Participants 

placed great importance on verifying prerequisite knowledge, especially in logarithm-

exponential problems. One teacher stated: "It is not possible for students to attempt to solve a 

logarithm problem without remembering the definition of a logarithm. Prior knowledge must be 

checked so that they do not proceed on incorrect foundations". This quote clearly demonstrates 

the content of the norm: the understanding of the problem should be supported by the teacher's 

guidance, the recollection of relevant concepts, and, if necessary, short conceptual activities. In 

this stage, participants encourage students to actively recall past knowledge related to the 

current problem, remember critical concepts, and question their relevance to the problem. On 

this matter, a teacher said: "After projecting the problem onto the board, the first thing I ask is 

for students to ask themselves, 'Have we solved a problem like this before? Which formula 

would be appropriate?'. I prevent them from just diving into the solution; I first ask them to 

question the knowledge base". An academic participant expressed their view on this: "I ask 

guiding questions to help students activate their past experiences related to the problem. 

Metacognitive inquiries like, 'What was the physical principle underlying this question?'  

necessitate checking prior knowledge. This is a deep metacognitive control mechanism". 

Analyzing the given information was also frequently emphasized; teachers preferred to 

use representational tools such as tables, graphs, or symbolic transformations to show which 

components of the problem are critical. A participant's statement reflects this practice: "When 

we put the given information into a table or show it on a figure, students grasp the problem 

more clearly". This norm ensures that the problem context is established on a clear and 

common ground. Thus, a consensus is formed in classroom communication about which 
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elements will be considered. This norm indicates that teachers guide their students to clearly 

distinguish and structure the relationship between the concrete givens and the unknowns to be 

reached in the problem. Regarding this, one teacher stated: "I ask students to note down the 

'given' and 'required' parts of the problem and, if possible, mark them on a graph. This 

systematic separation reduces understanding errors and strategic blockage, as having clear 

data is essential for a good plan". An academic said: "For us, the success of the 

'Understanding' stage means that students can define not only what they read but also the 

relationships between those data. Being unable to define the problem is one of the solution 

obstacles; we aim to overcome the obstacle by having them do this analysis". 

3.2 Norms Related to the "Devising a Plan" Stage 

Multiple norms emerged from the participants in the "devising a plan" stage. These were 

identified as simplifying the problem, utilizing similarly solved problems, adhering to the 

hierarchy among questions, and supporting different strategies. Regarding the simplifying the 

problem norm, participants emphasized that complex expressions should be divided into sub-

problems. "Students’ progress more comfortably when they break down the complex problem 

into smaller sub-problems". This norm aims to reduce cognitive load and also establishes the 

set of accepted methods in the classroom (e.g., simple examples first, then generalization). At 

this stage, teachers encourage students to break down complex problems into smaller parts or 

to proceed using simple cases to create a general solution model. The following statement 

from a teacher was presented as evidence of this situation. 

Regarding the norm of utilizing similarly solved problems, an academic participant 

pointed to the nature of mathematics, saying, "A new problem in mathematics is often like a re-

staged version of a previously solved problem. It is very important for students to notice these 

similarities". This norm supports teachers' practices of selecting past classroom examples and 

framing the problem presentation; accordingly, that is, the teacher shapes the classroom norms 

by determining which similarities will be emphasized. Within the framework of this norm, 

teachers state that the skill of successfully transferring previously learned strategies to new and 

current contexts should be developed in their students. Regarding this, a teacher stated: 

"When solving every new problem, I force students to connect with past experiences by asking, 
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'Where have you used this strategy before?'. Analogical thinking ensures the effective use of 

the strategic repertoire". 

Regarding the norm of adhering to the hierarchy among questions, participants 

emphasized that in situations involving multiple questions, the solution should be carried out 

according to the given order. On this matter, one teacher mentioned telling her students to first 

solve the initial question in the presented problem and then follow the sequence. She 

underlined that this is important for the student's development and success in the problem-

solving process if the questions related to the same problem situation are given in a specific 

order. Another teacher expressed this situation as follows: "I emphasize to the students that the 

solution must always follow a structured path. I want them to adopt an approach like, 'I realized 

I couldn't move on to part B unless I solved part A first, and I sequenced accordingly.' This 

hierarchical arrangement ensures the systematic management of complex problems". 

The last norm in this stage, supporting the use of different strategies, is considered 

important for the effective and efficient execution of the problem-solving process. This norm 

expresses the educator's willingness to encourage students to keep alternative paths mentally 

ready or to try them, instead of getting stuck on a single strategy. This requires high-level meta-

strategic awareness. At this point, an academic stated: "I require them to solve a problem with 

at least two different methods or to investigate whether a different strategy (e.g., working 

backward or making a systematic list) is valid. This breaks the obsession with focusing on a 

single correct answer and increases high-level thought flexibility". Teachers defined classroom 

practices aimed at breaking the habit of solving with a single method as a norm. "The fact that 

students are not limited to only one method... strengthens their mathematical self-confidence". 

This norm demonstrates how teachers reward alternative strategies in evaluation and feedback 

processes. When these norms in the planning stage are considered together, they reveal the 

normative preferences that determine the teacher's guiding role in this stage and what planning 

behaviours will be considered acceptable within the classroom. 

3.3 Norms Related to the "Carrying Out the Plan" Stage 

This stage involves testing the pre-determined strategic roadmap and performing the 

calculations. The teacher's main role in this stage is to ensure the traceability and discipline of 
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the process. When the data obtained from the focus group interviews in this stage are 

examined, the norm of requiring the explanation of the solution is seen to emerge. This critical 

norm expresses the teacher's obligation to request students to detail their thought process 

verbally or in writing while the solution is being carried out. Participants commonly stated that 

merely providing the result is insufficient; step-by-step justified explanations are the main 

condition for classroom acceptability. At this point, one teacher's emphasis is clear: "In 

mathematics, it is the justified process, not the result, that is important. Another teacher said: 

'While doing the solution process, I ask them to note down every step and justify themselves 

with questions like, 'Why did you use this formula?', 'What are you calculating in this step?'. 

Just finding the answer is not enough; justifying how you reached that answer is essential." If 

the student does not explain the solution path, that solution actually does not become 

acceptable to the community. The operation of this norm sets the standards of persuasion in 

the class: which justifications are considered sufficient, which intermediate steps are expected 

to be shown, and what types of evidence are accepted as convincing. In the context of 

exponential/logarithm problems, teachers specifically requested that intermediate 

transformations be clearly shown. 

 

3.4 Norms Related to the Evaluating the Solution Process Stage 

When the obtained data are analyzed, three different norms are identified in this stage: 

self-assessment, peer assessment, and problem posing. These norms represent the transition 

from a simple result check to the creative expansion of knowledge phase, which is the main 

objective of the problem-solving process. The self-assessment norm was recorded as an 

expected behaviour in which students critically check their own solution. A teacher's comment, 

"When the student doesn't check their own solution, they don't realize they made a mistake. 

Self-assessment makes them more careful," emphasizes the practical effect of self-

assessment. This norm indicates that it is supported by the short self-assessment questions 

that teachers place at the end of the lesson or within the solution steps. An academic also 

stated the existence of this norm by saying: "After the solution is finished, I always ask 

students: 'Is this answer a reasonable value in the context of the problem? Is it consistent with 
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the initial conditions?'. They should make this internal questioning a habit; this is also the way 

to overcome math anxiety". 

The peer assessment norm involves the teacher structuring the classroom environment 

for the validation, discussion, and collection of alternative views of students' solutions by 

others. An academic expressed the following regarding this: "In class discussions, I ask 

everyone to explain their solution to the person next to them and to find errors mutually. Peer 

feedback opens individual blind spots and engages collective metacognition. The teacher's role 

here is not just to encourage; it mandates this social learning". According to this norm, teachers 

aimed to make visible which justifications are shared and which ones remain controversial by 

opening different solutions for comparison in the problem-solving process. 

The problem posing norm indicates that problem generation activities by students after 

the solution are evaluated by the participants as a sign of competence. A teacher said: "When 

the student starts posing a problem, we understand that they have truly grasped the subject". 

This norm reflects the teachers' tendency to reward high-level understanding in evaluation. 

This norm encompasses the educators' effort to encourage students to produce new problems 

like the solved problem, to generalize and extend the existing solution. An academic's 

emphasis on this matter: "Problem posing is the level of synthesizing knowledge. Students 

producing new math problems from a given problem challenges their skills in proving, 

reversing, and generalizing the solution. This is proof that strategies have been learned deeply 

and can be transferred" was evaluated as evidence of this situation. 

When the obtained findings are considered generally, they show that participants 

addressed the problem-solving process not only within the framework of the four steps 

proposed by Polya (1945) but also by extending it to include the process before it. Participants 

emphasized that the teacher's pre-preparation before starting the process, checking prior 

knowledge in understanding the problem, strategic diversity and hierarchical progression in the 

planning stage, justification of the solution in the carrying out the plan stage, and self- and peer 

assessment as well as problem posing in the evaluation stage are normatively important. 

These findings reveal that not only students but also teachers' normative behaviours are 
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decisive in the problem-solving process, and they show that problem-solving involves a 

multilayered normative structure in terms of classroom mathematical practices. 

4. CONCLUSION, DISCUSSION AND SUGGESTIONS 

In this research, the normative orientations of mathematics teachers and academics 

regarding problem-solving processes were examined within the framework of Polya's (1945) 

four-step model and Herbst and Chazan's (2011) theory of practical rationality. The findings of 

the research showed that the problem-solving process cannot be explained only by Polya's 

cognitive steps, and that the teachers' "pre-preparation" activities carried out before starting the 

process also emerged as a normative category. Furthermore, it was found that certain norms 

(checking prior knowledge, supporting different strategies, requiring explanation of the solution, 

self/peer assessment, and problem posing) were emphasized by teachers and academics at 

every stage of the problem-solving process. 

The obtained findings show strong alignment with the literature on sociomathematical 

norms. As stated in Yackel and Cobb's (1996) work, what counts as a mathematically 

acceptable solution in the classroom, and which explanations students find "sufficient" or 

"convincing," are determined by norms. In this research, the prominence of the norms of 

"requiring the explanation of the solution" and "peer assessment" confirms the regulatory power 

of sociomathematical norms on classroom mathematical discourse. Similarly, Kazemi et al.'s 

(2007) research reported that opening different solution methods for discussion and evaluating 

peers' justifications deepens mathematical understanding. The findings of "supporting different 

strategies" and "peer assessment" obtained in this study overlap with the discussion-focused 

norms emphasized by Kazemi. Therefore, it can be said that norms in the problem-solving 

process serve not only to produce solutions but also to discuss the solution within the 

community and to verify it collectively. 

A significant contribution of the study is the revelation of the norm of "teacher pre-

preparation," which has not been sufficiently emphasized in the literature. Existing studies have 

generally addressed sociomathematical norms by focusing on students' solution processes. 

However, in this research, teachers' self-initiated preparation activities before the problem-

solving process—solving the problem in different ways, anticipating possible student errors, 
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planning strategic questions—were defined as a normative behaviour. In the context of Herbst 

and Chazan's (2011) practical rationality approach, this finding shows that teachers construct 

rational justifications in advance to make their classroom activities "appropriate" and 

"reasonable". Thus, teacher preparation reveals that teacher practices also operate on 

normative foundations, in addition to the student dimension of sociomathematical norms. 

A close parallel is also seen between the norms of "problem posing" and "utilizing 

errors" reported in Gülburnu's (2019) study and the finding of "evaluating the solution process" 

that emerged in this research. The participants' encouragement of students to pose new 

problems at the end of the problem-solving process supports the approach called the "problem 

posing norm" in the literature. However, in this study, problem posing was evaluated not only 

as a student-centered activity but also as an activity that the teacher anticipates during the 

preparation process and normatively guides at the end of the lesson. In conclusion, this 

research is largely consistent with the findings in the sociomathematical norms literature, but it 

offers a unique contribution to the literature by revealing teachers' "pre-preparation" practices 

as a normative dimension. 

This study also reveals noteworthy results when evaluated in the context of the theory of 

practical rationality (Herbst and Chazan, 2003, 201), in addition to sociomathematical norms. 

Practical rationality emphasizes that what makes teachers' decisions in the classroom "rational" 

is the normative justifications accepted by the community, rather than individual preferences. 

The activities that teachers carried out in the pre-preparation process in this research—solving 

the problem in different ways, anticipating possible student errors, planning guiding 

questions—precisely support the approach defined by Herbst (2003) as "instructional actions 

being carried out under normative frameworks". In other words, through pre-preparation, 

teachers pre-construct which solution paths will be supported, and which justifications will be 

found convincing in the classroom. 

This finding also shows parallels with Herbst, Nachlieli, and Chazan's (2011) studies on 

"teachers' ways of presenting mathematical tasks". In their research, it was emphasized that 

the choices teachers make while presenting tasks directly shape classroom mathematical 

practices. Similarly, in this research, the strategies determined by teachers in the preparation 
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process influenced which solution paths students would normatively consider acceptable. In 

Herbst and Kosko's (2014) study, "what types of explanations teachers request" and "which 

representations they prioritize" in problem-solving activities were analyzed in the context of 

practical rationality. The norm of "requiring the explanation of the solution" that stood out in our 

findings is consistent with Kosko and Herbst's observations. By planning which steps of the 

solution, they would request students to explain during the pre-preparation process, teachers 

determined the boundaries of classroom norms. 

All these comparisons show that our findings are consistent with the practical rationality 

literature. However, an important contribution is revealed here: while practical rationality is 

generally associated with teachers' in-class decisions in the literature, in this study, teachers' 

preparation activities before class were also defined as a normative category. This shows that 

teacher practices are shaped not only in the classroom but also before the class by normative 

justifications considered reasonable by the community. Thus, the theory of practical rationality 

contributes to the understanding of teacher preparation processes as well, extending beyond 

the explanation of in-class actions. 

Several suggestions can be developed in line with the research findings. Firstly, 

problem-solving in teacher education programs should be addressed not only through Polya's 

cognitive steps but also through teachers' pre-preparation processes. Pre-service teachers 

should be enabled to acquire the skills of trying different solution methods in advance, 

anticipating possible student errors, and planning guiding questions as a normative 

professional standard. Furthermore, in classroom practices, students should be systematically 

encouraged to engage in self- and peer assessment, discuss justification processes, and 

expand mathematical thinking through problem-posing activities. Future research should more 

comprehensively examine how the student-centered operation of sociomathematical norms 

and the practical rationality foundations that become visible in teachers' preparation processes 

interact. 

This research makes a significant contribution to the literature. Firstly, the problem-

solving process has been mostly examined in the context of Polya's cognitive steps or 

sociomathematical norms until now; however, studies addressing this process holistically within 
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the framework of the theory of practical rationality have remained limited. Yet, practical 

rationality has the power to explain teachers' in-class actions and decisions by linking them to 

normative justifications accepted by the community. This study fills this gap by addressing the 

problem-solving process not only in terms of students' cognitive orientations and 

sociomathematical norms but also in terms of teachers' pre-class preparations and in-class 

decisions. Secondly, the research offers a new perspective by linking discussions about norms 

with the theory of practical rationality. Practices such as teachers' pre-preparation, diversifying 

solution methods, and planning which explanations to request have become visible not just as 

pedagogical preferences but as normatively justified actions within the framework of practical 

rationality. Thus, this research reveals how norms regarding the problem-solving process are 

constructed not only as student-centered but also as teacher-centered, contributing to the 

understanding of problem-solving as a holistic normative practice. 
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ABSTRACT  
Simultaneous Localization and Mapping (SLAM) is a fundamental capability in 

autonomous robotics, enabling agents to estimate their trajectories while building maps of 

unknown environments. Several algorithmic families have been developed, including filter-

based methods, particle-based approaches, optimization-based formulations, and density-

based techniques. 

Most comparative studies rely on trajectory-specific metrics such as Absolute Pose Error 

(APE) and Relative Pose Error (RPE). While useful, these do not fully explain the theoretical 

factors shaping performance. This study introduces a unified mathematical framework for 

comparison. First, observability and consistency are examined, showing how gauge freedoms 

cause inconsistency and how invariant formulations preserve stability. Second, information-

theoretic bounds are explored through Fisher Information Matrices and Posterior Cramér–Rao 

Lower Bounds, revealing dataset-independent accuracy limits and the impact of graph 

connectivity. Third, the optimization landscape is analyzed, demonstrating how sparse solvers 

achieve scalability, while semidefinite relaxations provide certifiable global optimality under 

realistic noise conditions. 

The analysis highlights trade-offs across SLAM families: particle-based methods remain 

effective in sparse measurement regimes, invariant filtering ensures robustness on Lie-group 

representations, and optimization-based approaches excel when loop closures provide strong 

conditioning. Density-based methods are robust in repetitive environments but remain highly 

sensitive to parameterization choices. 
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By bridging empirical evaluation with rigorous mathematical analysis, this framework 

provides principled guidelines for algorithm selection and the design of active SLAM strategies. 

Key Words: SLAM, Observability, Fisher Information, Cramér–Rao Bound, Pose Graph 

Optimization, Autonomous Robotics. 

1. INTRODUCTION 

Simultaneous Localization and Mapping (SLAM) has emerged as a central problem in 

robotics, enabling autonomous agents to construct environmental representations while 

concurrently estimating their own trajectories. This dual-estimation capability is essential in 

domains such as autonomous driving, service robotics, aerial surveying, and planetary 

exploration, and continues to motivate new advances from deep learning–based pipelines 

(Teed & Deng, 2021; Yan et al., 2024; Tosi et al., 2024) to distributed multi-robot frameworks 

(Tian et al., 2023). 

Over the past two decades, several algorithmic families have been introduced. Filter-

based approaches, such as the Extended Kalman Filter (EKF-SLAM), established the 

probabilistic formulation of the problem (Bailey & Durrant-Whyte, 2006a, 2006b). However, 

EKF-SLAM is known to suffer from inconsistency due to linearization errors, which has been 

rigorously analyzed using observability-based methods (Huang, Mourikis, & Roumeliotis, 

2010). Extensions such as the First-Estimate Jacobian EKF and the Invariant EKF have been 

proposed to improve consistency and stability (Barrau & Bonnabel, 2017). 

Particle-based approaches, introduced with FastSLAM, exploit Rao–Blackwellization to 

factorize the posterior distribution, thereby improving scalability. FastSLAM 1.0 demonstrated 

this factored solution (Montemerlo, Thrun, Koller, & Wegbreit, 2002), while FastSLAM 2.0 

refined the proposal distribution to reduce variance and improve accuracy (Montemerlo et al., 

2003). 

Optimization-based formulations, commonly known as Graph-SLAM or Pose Graph 

Optimization (PGO), leverage factor-graph representations and sparse linear algebra for large-

scale efficiency. Key advances include Square Root SAM (Dellaert & Kaess, 2006), which 

applied sparse algebra to smoothing, and iSAM2, which introduced incremental relinearization 
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for near real-time updates (Kaess, Johannsson, Roberts, Ila, Leonard, & Dellaert, 2012). More 

recently, semidefinite relaxations such as SE-Sync have provided certifiable global optimality 

guarantees (Rosen, Carlone, Bandeira, & Leonard, 2018).  

Building on this, certifiably correct range-aided SLAM (CORA) (Papalia et al., 2024) 

and its distributed extension (Thoms, Rosen, & Carlone, 2025) provide stronger guarantees for 

scenarios with ranging sensors and multi-robot coordination. Recently, deep-learning based 

pipelines such as DROID-SLAM (Teed & Deng, 2021) and NeRF/3D Gaussian Splatting 

approaches (Tosi et al., 2024; Gaussian-SLAM, 2024; SplatMap, 2025) have reshaped dense 

SLAM, complementing these classical families. 

Density-based techniques, such as the Normal Distributions Transform (NDT-SLAM), 

employ continuous occupancy representations for scan alignment (Biber & Straßer, 2003). 

Later work on 3D NDT-OM extended this method to large-scale dynamic mapping (Saarinen, 

Andreasson, Stoyanov, & Lilienthal, 2013). These density-based strategies now coexist with 

learning-based dense representations such as Gaussian Splatting, suggesting a convergence 

between geometric and neural mapping approaches (Tosi et al., 2024; Yan et al., 2024). Figure 

1 provides an overview of the major SLAM algorithm families, illustrating their representative 

methods from classical filter- and particle-based approaches to recent optimization, density, 

and learning-based pipelines. 

 

Figure 1. Overview of major SLAM algorithm families 



International Conference on Mathematics and 
Mathematics Education (ICMME-2025), İstanbul Medeniyet 

University, İstanbul, Türkiye, September 11-13, 2025 
“Mathematics in İstanbul, Bridge Between Continents” 

        
 

 

66 
 

Most comparative studies of SLAM rely on empirical evaluation, using metrics such as 

Absolute Pose Error (APE), Relative Pose Error (RPE), and map consistency. While 

indispensable, these measures remain highly dependent on dataset-specific characteristics 

and experimental conditions, thereby limiting their ability to explain fundamental theoretical 

trade-offs across algorithmic families.To address this gap, the present study develops a unified 

mathematical framework for comparing SLAM algorithms. The proposed framework is 

organized around three complementary perspectives: 

(i) Observability and estimator consistency, analyzing gauge freedoms and their impact on filter 

stability. (ii) Information-theoretic performance bounds, based on Fisher Information Matrices 

and Cramér–Rao limits. (iii) Optimization landscape properties, focusing on scalability, 

conditioning, and certifiability in graph-based formulations. 

2. RELATED WORK 

The SLAM problem has been extensively investigated, giving rise to several distinct 

algorithmic families. Table 1 summarizes their representations, strengths, weaknesses, and 

complexities. Here, we briefly review the most influential contributions that provide the 

foundation for our theoretical comparison. 

Filter-based methods established the probabilistic formulation of SLAM. The original 

EKF-SLAM formulation was introduced in early surveys (Bailey & Durrant-Whyte, 2006a, 

2006b). However, EKF-SLAM suffers from inconsistency due to linearization errors, a limitation 

that was formally analyzed through observability-based rules (Huang, Mourikis, & Roumeliotis, 

2010). Improved variants include the First-Estimate Jacobian EKF, which preserves the 

nullspace for consistency (Huang et al., 2010), and the Invariant EKF, which leverages Lie-

group formulations to enhance stability (Barrau & Bonnabel, 2017). Recent distributed 

frameworks such as Kimera-Multi further extend these formulations to multi-robot 

settings (Tian et al., 2023).  

Particle-based approaches introduced Rao–Blackwellized particle filters for scalable 

SLAM solutions. FastSLAM 1.0 applied this factorization to improve efficiency (Montemerlo, 

Thrun, Koller, & Wegbreit, 2002), while FastSLAM 2.0 refined the proposal distribution for 
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reduced variance and improved convergence (Montemerlo et al., 2003). Despite scalability, 

these approaches remain vulnerable to particle degeneracy under sparse measurement 

updates. 

Optimization-based methods reformulated SLAM as a smoothing and mapping problem. 

Square Root SAM demonstrated the use of sparse linear algebra for large-scale optimization 

(Dellaert & Kaess, 2006), while iSAM2 introduced incremental relinearization and Bayes tree 

factorization for near real-time performance (Kaess, Johannsson, Roberts, Ila, Leonard, & 

Dellaert, 2012). More recently, semidefinite programming relaxations such as SE-Sync have 

provided certifiable global optimality under bounded noise conditions (Rosen, Carlone, 

Bandeira, & Leonard, 2018). Extensions to range-aided and distributed scenarios further 

strengthen certifiability (Papalia et al., 2024; Thoms et al., 2025). 

Density-based techniques extend SLAM to continuous representations. The Normal 

Distributions Transform (NDT) was proposed as a robust scan-matching framework for 

repetitive geometries (Biber & Straßer, 2003). Later extensions such as 3D NDT-OM enabled 

large-scale online mapping in dynamic environments (Saarinen, Andreasson, Stoyanov, & 

Lilienthal, 2013). More recent pipelines such as KISS-ICP demonstrate robust LiDAR odometry 

without extensive parameter tuning (Vizzo et al., 2022/2023), while NeRF/3DGS-based 

methods enable dense photorealistic mapping (Tosi et al., 2024; Gaussian-SLAM, 2024; 

SplatMap, 2025). 

Hybrid and sensor-fusion approaches combine multiple modalities to overcome 

individual sensor limitations. Visual-Inertial Odometry (VIO) improves scale observability in 

monocular systems, while LiDAR-IMU fusion enhances six-degree-of-freedom state estimation. 

Although these methods improve robustness, accurate extrinsic calibration remains a major 

challenge in practice (Khosoussi, Huang, & Dissanayake, 2016, 2019). 

In summary, each SLAM family demonstrates unique strengths and limitations. Yet, 

most prior comparisons remain empirical. In contrast, the present study introduces a unified 

mathematical framework that clarifies theoretical trade-offs beyond dataset-specific 

evaluations. 
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Table 1. Taxonomy of SLAM Families and Their Theoretical Characteristics 

Family Representation Strengths Weaknesses Complexity References 

EKF-SLAM State-space filter 

Simple recursive 

update; direct 

covariance 

estimate 

Inconsistency due to 

linearization; fragile gauge 

handling 

O(N²) 

Bailey & Durrant-

Whyte (2006a, 

2006b); Huang et 

al. (2010) 

FEJ-EKF 
EKF w/ fixed 

Jacobians 

Preserves 

nullspace; 

improves 

consistency 

More complex Jacobian 

management 
O(N²) 

Huang et al. 

(2010) 

Invariant 

EKF 

Lie-group 

observer 

Gauge-invariant 

error; improved 

stability 

Requires Lie-group 

machinery/calibration 
O(N²) 

Barrau & 

Bonnabel (2017) 

FastSLAM 

1.0 

RBPF + per-

landmark EKFs 

Factorization 

enables scalability 

Particle degeneracy under 

sparse updates 
O(M log N) 

Montemerlo et al. 

(2002) 

FastSLAM 

2.0 
Improved RBPF 

Better proposal; 

lower variance 

Still particle-intensive; 

tuning sensitive 
O(M log N) 

Montemerlo et al. 

(2003) 

Square 

Root SAM 

Batch graph 

optimization 

Sparse algebra; 

good scaling 

Global relinearization may 

be needed 

O(N^1.5) 

(typical) 

Dellaert & Kaess 

(2006) 

iSAM2 
Incremental 

smoothing 

Near real-time; 

reordering via 

Bayes tree 

Memory growth if 

unchecked 

≈ O(N) 

amortized 
Kaess et al. (2012) 

SE-Sync 
SDP relaxation 

(PGO) 

Certifiable global 

optimum (below 

noise thresholds) 

Tightness depends on 

noise/graph 

Polynomial-

time (relax.) 

Rosen et al. 

(2018) 

NDT (2D) Gaussian grid 

Robust scan 

matching in 

repetitive 

geometry 

Parameter sensitive 

(voxel/resolution) 
Moderate 

Biber & Straßer 

(2003) 

3D NDT-

OM 

3D occupancy 

(dynamic) 

Large-scale 

online mapping 

Heavier computation; 

memory intensive 
Moderate 

Saarinen et al. 

(2013) 
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3. PRELIMINARIES AND NOTATION 

We consider the SLAM problem in discrete-time state-space form. The system dynamics 

and observation models are defined as: 

     (1) 

          (2) 

where is the robot state at time , the control input, and m denotes the map 

landmarks. The operator  indicates Lie-group composition on SE(2) or SE(3) depending on 

2D/3D formulation.  

In the factor-graph formulation, the posterior distribution factorizes as a product of 

motion and measurement factors. Applying Gauss–Newton linearization yields the normal 

equations: 

      (3) 

where  is the system Hessian (or information matrix),  is the stacked 

Jacobian of residuals,  is the block-diagonal covariance, and  is the residual vector. 

This formulation provides the mathematical basis for analyzing observability, Fisher 

information, and optimization properties in later sections. 

4. THEORETICAL FRAMEWORK 

In this section we introduce the theoretical principles used for the comparison of SLAM 

families. The framework is organized along three complementary perspectives: (i) observability 

and consistency, (ii) information-theoretic bounds, (iii) optimization landscape analysis. 

4.1 Observability and Consistency 

In Simultaneous Localization and Mapping (SLAM), certain components of the system 

state are intrinsically unobservable unless appropriate reference anchors are introduced. 

Specifically, in two-dimensional formulations, the global pose  is unobservable, whereas 

in three-dimensional settings the complete configuratio  is affected by 

gauge freedoms. 

Let  denote the observability matrix of the linearized system around a nominal 

trajectory. The condition for local observability is expressed as; 
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      (4) 

where  is the dimension of the state vector and  denotes the dimension of the gauge 

subspace. Violation of this condition results in rank deficiency, the presence of unobservable 

subspaces, and consequently ill-posed covariance estimates in the estimator. 

Extended Kalman Filter (EKF)-based SLAM frequently exhibits inconsistency due to 

repeated linearization, which produces overconfident covariances (Huang, Mourikis, & 

Roumeliotis, 2010). To address this, the First-Estimate Jacobian EKF (FEJ-EKF) preserves the 

correct nullspace by freezing Jacobians at their initial linearization (Huang et al., 2010). 

Alternatively, the Invariant Extended Kalman Filter (IEKF) redefines the estimation error on the 

Lie group SE(2) or SE(3), ensuring that gauge freedoms remain properly unobservable and 

improving estimator stability in both theory and practice (Barrau & Bonnabel, 2017). 

In conclusion, observability analysis not only formalizes the role of gauge freedoms in 

SLAM but also provides principled guidelines for the development of consistent and reliable 

state estimators. 

4.2 Information-Theoretic Bounds 

The Fisher Information Matrix (FIM) quantifies the information content of measurements. 

Under Gaussian noise: 

      (5) 

where  is the measurement Jacobian. The Cramér–Rao Lower Bound 

(CRLB) satisfies: 

       (6) 

with denoting the Moore–Penrose pseudoinverse (required when gauge freedoms 

make  rank-deficient). 

For dynamic filtering, the Posterior CRLB (PCRLB) evolves via the Tichavský recursion: 

     (7) 

where  and .   is the process noise covariance Gauge-

aware projection must be applied before inversion to ensure consistency. 

In pose-graph SLAM, blocks of the information matrix align structurally with a weighted 

graph Laplacian; determinants and eigenvalues relate to weighted spanning tree counts and 
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algebraic connectivity. Consequently, D-optimality criteria and reliability admit graph-theoretic 

interpretations. These insights align with graph-theoretic analyses linking Laplacian 

eigenvalues and spanning tree counts to SLAM reliability (Khosoussi, Huang, & Dissanayake, 

2016, 2019). 

This analysis implies that higher loop-closure density (stronger connectivity) improves 

information gain , reduces uncertainty ) and yields better conditioning 

of the estimation problem. 

4.3 Optimization Landscape and Certifiability 

Graph-based SLAM (PGO) estimates poses  from relative measurements by 

minimizing a nonconvex objective due to constraints: 

     (8) 

Sparse linear algebra, square Root SAM exploits sparsity of the information matrix for 

efficient batch optimization (Dellaert & Kaess, 2006). iSAM2 performs incremental 

relinearization and variable reordering using the Bayes tree, achieving near real-time updates 

(Kaess, Johannsson, Roberts, Ila, Leonard, & Dellaert, 2012). 

Certifiable relaxations, semidefinite relaxations such as SE-Sync provide convex 

surrogates to PGO; below problem-dependent noise thresholds, the relaxation is tight and 

returns a solution with an a posteriori optimality certificate. This connects SLAM with certifiable 

nonconvex optimization and clarifies when global optimality can be guaranteed. 

Hence, with sufficient loop closures and well-behaved noise, the optimization landscape 

becomes well-conditioned for Gauss–Newton or Levenberg–Marquardt methods, and 

semidefinite relaxations (e.g., SE-Sync) can certify global optimality. Recent work extends 

these relaxations to range-aided (Papalia et al., 2024) and distributed multi-robot settings 

(Thoms et al., 2025), enhancing practical certifiability. 

5. COMPLEXITY AND THEORETICAL COMPARISON 

This section compares SLAM families from two perspectives: (i) computational 

complexity, and (ii) scenario-based theoretical performance. The analysis is deliberately 
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dataset-independent and based only on model Jacobians, symbolic metrics, and asymptotic 

properties. 

5.1 Asymptotic Complexity 

The asymptotic computational cost of the main SLAM families is summarized in Table 2. 

The theoretical framework thus unifies three perspectives (Montemerlo, Thrun, Koller, & 

Wegbreit, 2002; Montemerlo et al., 2003).: 

Table 2. Computational Complexity of Major SLAM Families 

Method Update Cost Notes 

EKF-SLAM  Dense covariance; poor scalability 

FastSLAM (RBPF)  Depends on particle count (M) and proposal 

Graph-SLAM / PGO  Sparse solvers; scalable with iSAM2 

NDT-SLAM Moderate Scan alignment cost depends on resolution/window 

 

The discussion highlights several important points. EKF-SLAM is conceptually simple but its 

computational complexity grows quadratically with the number of landmarks due to dense 

cross-covariances. FastSLAM addresses scalability by factorizing the problem through Rao–

Blackwellization, although its performance strongly depends on the particle count and the 

quality of the proposal distribution. Graph-based methods achieve near-linear runtime by 

exploiting sparsity, particularly when implemented with incremental solvers such as iSAM2. 

NDT-SLAM, on the other hand, provides moderate scalability, with performance largely 

influenced by voxel resolution and map window size (Biber & Straßer, 2003; Saarinen, 

Andreasson, Stoyanov, & Lilienthal, 2013). 

5.2 Scenario-Based Theoretical Evaluation 

Instead of empirical trajectories, we evaluate algorithm families under canonical SLAM 

scenarios using symbolic metrics: 

i.  - information gain 

ii.  - uncertainty lower bounds 

iii.  - Hessian condition number (problem conditioning) 
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Several canonical scenarios can be distinguished when evaluating SLAM families. In the 

absence of loop closures, EKF-SLAM typically drifts over time, Graph-SLAM becomes ill-

conditioned, and FastSLAM suffers from particle degeneracy when measurements are scarce 

(Montemerlo et al., 2002, 2003). Under sparse loop closures, FastSLAM demonstrates relative 

robustness because factorization reduces particle variance, whereas EKF continues to exhibit 

inconsistency over long horizons (Huang, Mourikis, & Roumeliotis, 2010). When loop closures 

are frequent, Graph-SLAM and PGO achieve strong conditioning, and semidefinite relaxations 

such as SE-Sync can provide certifiable optimality (Dellaert & Kaess, 2006; Kaess et al., 2012). 

Finally, in multi-sensor configurations, inertial aiding enhances observability; the Invariant-EKF 

maintains consistency by respecting Lie-group structure, while LiDAR-IMU fusion further 

strengthens six-degree-of-freedom (6DOF) observability (Khosoussi, Huang, & Dissanayake, 

2016, 2019). Distributed frameworks such as Kimera-Multi demonstrate resilience to 

communication dropouts in multi-robot scenarios (Tian et al., 2023). Algorithm 1 summarizes 

the symbolic PCRLB evaluation procedure, which propagates Fisher information under gauge-

aware projection. 

Algorithm 1. Gauge-aware PCRLB Evaluation (Model-Only) 

1: Input: Trajectory , models , noise  

2: initialize  ► small regularization or anchor to remove gauge 

3: for  do 

4:      compute ,  

5:       

6:      project onto observable subspace (remove gauge freedoms) 

7: end for 

8: Output:  information gains, condition numbers 

The complexity and scenario-based evaluation reveal several structural trade-offs 

among different SLAM families. EKF-SLAM is simple and suitable for online operation, but it 

suffers from quadratic computational scaling and inconsistency issues. FastSLAM performs 

favorably in sparse measurement regimes, although particle degeneracy remains a critical 

limitation. Graph-based methods and PGO are scalable and robust when loop closures are 
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present, and semidefinite relaxations further enable certifiability under suitable conditions. 

NDT-SLAM provides robustness in scan alignment, yet its performance is highly sensitive to 

parameterization choices and map resolution. Collectively, these comparisons offer theoretical 

guidance for selecting an appropriate SLAM family under specific operating regimes. 

6. DISCUSSION AND LIMITATIONS 

The proposed framework offers several advantages compared to purely empirical 

benchmarks. By analyzing observability, information-theoretic bounds, and optimization 

landscapes, we can explain why certain SLAM families perform better under specific 

conditions, without relying on dataset-specific outcomes. 

This provides a principled basis for algorithm selection, sensor placement, and the design of 

active SLAM strategies.  

6.1 Advantages 

(i) Dataset-independence: The framework relies only on system models, Jacobians, and noise 

assumptions, avoiding dataset-specific biases. 

(ii) Unified perspective: Filtering, particle, graph-based, and density-based families are 

compared under common mathematical tools. 

(iii) Design guidance: The framework highlights how loop closure density, gauge freedoms, and 

sensor fusion impact the fundamental performance limits of SLAM. 

6.2 Limitations 

Despite its strengths, the framework has several limitations: 

(i) Abstracted data association: Correct correspondences between measurements and 

landmarks are assumed. In practice, outliers and wrong associations significantly affect SLAM. 

(ii) Static-world assumption: The current analysis excludes dynamic environments with moving 

objects or non-rigid scenes. 
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(iii) Relaxation tightness conditions: Certifiable guarantees from semidefinite relaxations 

depend on noise thresholds that are only partially characterized. An emerging limitation is that 

classical SLAM families do not fully exploit photorealistic dense representations. Recent NeRF 

and Gaussian Splatting-based approaches address this gap, though real-time scalability 

remains an open challenge (Tosi et al., 2024; Gaussian-SLAM, 2024; SplatMap, 2025). 

6.3 Future Work 

This study establishes a solid foundation for several future research directions:  

i. Developing new mathematical performance metrics that combine FIM determinants, 

condition numbers, and uncertainty bounds into unified criteria. 

ii. Extending the framework to dynamic SLAM with moving objects and online data 

association. 

iii. Validating the theoretical predictions with empirical experiments on real-world datasets 

and simulation platforms. 

iv. Integrating the framework with simulation environments such as Gazebo and Carla to 

empirically validate theoretical findings. 

7. CONCLUSION 

This paper presented a unified mathematical framework for comparing major SLAM 

families, including EKF-SLAM, particle-based FastSLAM, optimization-based Graph-

SLAM/PGO, and density-based NDT-SLAM. Unlike empirical benchmarks that depend on 

datasets and experimental conditions, our approach focused on three theoretical perspectives: 

(i) observability and estimator consistency, (ii) information-theoretic limits via Fisher Information 

and Cramér–Rao bounds, and (iii) optimization landscape properties with certifiable 

relaxations. 

The analysis revealed clear theoretical trade-offs. EKF-SLAM is simple but suffers from 

inconsistency due to linearization. FastSLAM achieves scalability through Rao–Blackwellization 

but is sensitive to particle degeneracy. Graph- and optimization-based SLAM provide scalable 

and certifiable solutions under sufficient loop closures, while NDT methods offer robustness in 

scan alignment but depend strongly on parameterization.  
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The main contribution of this work is to bridge the gap between empirical evaluations 

and rigorous theoretical analysis. By relying on symbolic metrics such as information gain, 

PCRLB, and Hessian conditioning, the framework clarifies when each SLAM family is 

preferable, independent of dataset-specific biases.  

In future work, this framework will serve as a foundation for developing new 

mathematical performance models and unified metrics, enabling stronger theoretical 

guarantees for SLAM. Moreover, extending the analysis to dynamic environments and 

validating the predictions on real-world datasets will further strengthen the connection between 

theory and practice. Recent advances suggest several promising directions, including 

certifiably correct distributed SLAM (Papalia et al., 2024; Thoms et al., 2025), parameter-free 

LiDAR odometry pipelines such as KISS-ICP (Vizzo et al., 2022/2023), and dense neural 

scene representations leveraging NeRF and 3D Gaussian Splatting (Tosi et al., 2024; 

Gaussian-SLAM, 2024; SplatMap, 2025). Incorporating these paradigms within the proposed 

theoretical framework will help unify classical probabilistic methods with emerging data-driven 

approaches, advancing the next generation of SLAM systems. 
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  ABSTRACT  

This study aims to analyze the discourse moves exhibited by pre-service mathematics 

teachers while solving a mathematical modeling problem in a collaborative setting. The 

participants consisted of three third-year students from the elementary mathematics education 

program at a public university. They worked as a group to solve the “Parking Lot Design” 

modeling problem during a 90-minute session. All verbal interactions were audio-recorded and 

transcribed. The data were analyzed using discourse analysis across three dimensions: 

discourse channel, discourse level, and discourse type. 

A total of 985 discourse moves were identified. The findings revealed that interpersonal 

discourse was dominant although personal discourse also played a notable role. Non-object 

level discourse was more prevalent than object-level discourse indicating a strong focus on 

process organization and group coordination beyond pure mathematics. In terms of discourse 

types, information sharing was the most frequent followed by questioning and confirmation 

which supports earlier findings that collaborative learning improves problem-solving through 

peer interaction and support Participants adopted distinct roles: Participant 1 was primarily an 

information provider, Participant 2 acted as a supporter, and Participant 3 as a questioner and 

critic, reinforcing the importance of role diversity for productive mathematical discourse  

Overall, this study reinforces the critical role of discourse in mathematical problem-

solving processes and underscores the value of structured collaboration. It further suggests 

that integrating discourse-rich modeling tasks into teacher education programs can enhance 

pre-service teachers’ mathematical reasoning, communication, and reflective thinking skills (). 

These insights contribute to the growing body of research advocating for discourse-based 

pedagogies within mathematics education. 
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1. INTRODUCTION AND PURPOSE OF THE STUDY 

Understanding students' thinking and exploring their intellectual worlds are among the 

primary goals of mathematics education research. One of the most appropriate methods for 

achieving this goal is undoubtedly to consult students' discourse. Discourse is a process that 

encompasses all communicative activities an individual engages in with others or with oneself, 

and it involves students’ participation in classroom discussions as well as their communication 

through written and visual representations (Sfard, 2001; NCTM, 2014). In the context of 

mathematical problem-solving, discourse analysis is crucial for understanding the dynamics of 

student interactions and the development of mathematical reasoning. For example, Robinson 

(2020) emphasizes the complexity of mathematical discourse and suggests that understanding 

these interactions is the key to fostering higher-order thinking in students. This complexity is 

important in educational settings because it shapes how students express and negotiate 

mathematical ideas. 

The role of discourse in collaborative settings is also noteworthy. Studies show that 

collaborative learning models enhance mathematical problem-solving skills by encouraging 

peer interaction and discussion. Klang et al. (2021) state that peer acceptance and friendships 

significantly influence students’ participation and success in solving mathematical problems. 

This finding aligns with those of Purba and Ramadhani (2020), who revealed that collaborative 

learning can significantly enhance students’ problem-solving abilities and help them express 

their thought processes more effectively. Moreover, focusing on discourse not only aids in 

understanding mathematical concepts but also fosters critical and independent thinking (Syafri 

et al., 2020). 

During the process of solving mathematical modelling problems, students go through 

various stages. Mardianti et al. (2018) emphasize that students with strong mathematical skills 

can effectively use the modelling process, highlighting the importance of conceptual 

frameworks in guiding students through complex problem-solving tasks. Furthermore, Jiang 

and Jia-Qing (2024) point out how the high school curriculum emphasizes the practical 
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application of mathematical concepts through modelling activities, serving to establish a 

connection between theoretical mathematics and real-world applications. Such connections are 

vital for students to develop a deeper understanding of the significance of mathematics in their 

everyday lives. 

Mathematical discourse observed during modelling activities is crucial for student 

engagement and understanding. Problem-solving requires students to participate in a 

“simultaneous mathematization process,” in which they organize their understanding of 

mathematical concepts through structured discourse (Biza, 2017). This process is essential for 

constructing conceptual models that effectively solve specific problems. Additionally, Çelik and 

Baki (2023) highlight the fundamental moves in mathematical discourse, noting that the 

interactions between teachers and students during explanations shape the overall 

understanding of mathematical ideas. Such structured interactions form the basis for 

developing a solid mathematical discourse in classrooms and ultimately foster a culture of 

communication necessary for effective learning. 

While the complex student interactions and discourse dynamics in the modelling 

process are critical for understanding the development of mathematical thinking, the existing 

literature offers limited studies that deeply examine group interactions among pre-service 

mathematics teachers. However, such interactions provide essential insights into how future 

teachers construct their problem-solving skills and communicate with their students. In this 

context, the main purpose of this study is to analyze the discourse moves that emerge in the 

group interactions of pre-service mathematics teachers while solving the “Parking Lot Design” 

problem and to examine how these moves influence the problem-solving process. In line with 

this aim, the study seeks to answer the following question: 

“What discourse moves do pre-service mathematics teachers use during group 

interactions while solving a modelling problem?” 

This research not only sheds light on how pre-service teachers think during the 

modelling process but also offers important implications for designing more effective 

collaborative learning environments in mathematics education. 
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2. METHODOLOGY 

This section provides a detailed explanation of the research design, the characteristics 

of the participants, the data collection process, the data analysis method, and the measures 

taken to ensure the validity and reliability of the study. 

2.1. Research Design 

In this study, a case study design, one of the qualitative research methods, was 

employed to examine in depth the interactions of pre-service mathematics teachers during the 

process of solving a modelling problem. The case study method allows a specific phenomenon 

to be investigated in detail within its natural context (Creswell, 2018). The selection of this 

design provided an appropriate approach to interpret the complex dynamics of participants’ 

interactions by seeking answers to the questions of “how” and “why.” 

2.2. Participants 

The study was conducted with three volunteer pre-service teachers (PST1, PST2, 

PST3) enrolled in the third year of the Elementary Mathematics Education undergraduate 

program at a public university. At this stage of their education, participants had already 

completed several subject-matter and pedagogy courses such as Mathematics Teaching 

Methods and Instructional Technologies, which provided them with basic competencies in 

problem-solving, communication, and group work. However, they had not yet taken any course 

specifically focused on mathematical modeling. This condition provided the opportunity to 

observe how participants structured the modeling process through natural interaction without 

relying on previously acquired modeling knowledge. 

2.3. Data Collection 

Data were collected during a 90-minute session in which the participants collaboratively 

solved a mathematical modelling problem titled “Parking Lot Design.” The session was 

conducted in a classroom setting to ensure that participants could interact comfortably in a 

natural environment. To enhance the depth of the data, a single data collection tool was used: 
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Audio Recordings: 

Throughout the entire session, all verbal communications among participants were recorded 

using a high-quality microphone to capture speech clearly and accurately. 

2.4. Data Analysis 

Data analysis was carried out using an interaction analysis approach and qualitative content 

analysis techniques. The analysis process consisted of three main stages: 

Transcription: 

The audio recordings were transcribed verbatim, including all details of the conversations. The 

transcripts were carefully examined to identify key discourse moves that emerged during 

participant interactions. These moves were categorized according to discourse analysis 

frameworks proposed by Sfard (2001), and three main inductively derived coding dimensions: 

• Discourse Channel: Specifies between whom the interaction occurs. 

• Discourse Level: Defines the nature of the mathematical content in the discourse. 

• Discourse Type: Identifies the communicative purpose of the discourse. 

2.5. Coding and Analysis of the Data 

Using the established coding scheme, each segment of the conversation was labeled with the 

appropriate codes. The coding process was conducted meticulously, focusing on who 

performed each discourse move and in what context. The coded data were transformed into 

findings supported by numerical distributions (frequency tables) and direct quotations selected 

from participants’ dialogues. 

The following table (Table 2.1) presents the definitions and examples of discourse moves 

identified in group interactions based on channel, level, and type. 
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Table 2.1. Code Description Table 

Dimension Code Name Definition Example Dialogue 

Discourse 
Channel 

Interpersonal 
Moments when one group member directly 
interacts with other members. 

PST1: “Should we use the data we 
have now?” PST2: “I think we 
should first draw a sketch.” 

Personal 
Moments when a student thinks individually 
or works on the problem alone. 

PST3 (muttering to herself): “A car 
is 2.5 meters…” 

Discourse 
Level 

Object Level 

Instances where the discourse focuses 
directly on mathematical objects, concepts, 
operations, or numbers related to solving the 
parking lot problem. 

PST1: “Given that the parking area 
is 1200 square meters, how many 
cars can fit into a 100-square-meter 
section?” 

Non-object 
Level 

Instances where the discourse regulates the 
problem-solving process or social dynamics. 

PST2: “Who will take notes? You 
can start from there.” 

Discourse 
Type 

Information 
Sharing 

When a group member presents data, ideas, 
strategies, or results related to the problem. 

PST1: “We can assume the 
average length of a car is 4.5 
meters.” 

Affirmation 
When a member expresses agreement, 
support, or approval of another’s idea or 
statement. 

PST2: “Yes, that makes sense. 
Let’s continue that way.” 

Questioning 
When a group member asks a question to 
seek information or clarify an idea. 

PST3: “So, what percentage of this 
area will we use?” 

Disagreement / 
Rejection 

When a group member expresses 
disagreement with another’s idea, strategy, 
or conclusion. 

PST1: “But I think we can’t reach 
the right result using this method.” 

Strategy 
Suggestion 

When a member proposes a new approach 
or method for solving the problem. 

PST2: “I think we should first draw 
a sketch and then calculate the 
areas.” 

 

2.6. Validity and Reliability 

To ensure the validity and reliability of the qualitative research, the following measures were 

taken: 

• Thick Description: 

The data collection and analysis processes were described in detail so that readers 

could interpret the context and findings of the study independently. 
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• Inter-rater Reliability: 

To calculate the reliability coefficient of the study, an additional expert other than the 

researcher was asked to independently code a selected portion of the data. The 

percentage of agreement between the two sets of codes was calculated. This 

percentage indicated that the coding scheme was consistent and reliable.   

         

3. RESULTS  

This section presents the analysis of the discourse moves exhibited by pre-service 

mathematics teachers during the process of solving the “Parking Lot Design” problem. The 

findings reveal the overall distribution of discourse moves, the distinct roles of participants 

within the group, and how these roles influenced the problem-solving process. 

3.1. General Distribution and Dynamics of Discourse Moves 

Table 3.1: Distribution of Discourse Channels 

Discourse 

Channel 
Frequency Percentage (%) 

Interpersonal 804 82 

Personal 181 18 

 

The analysis revealed a total of 985 discourse moves throughout the session. As shown 

in Table 3.1, the majority of these moves (82%) were interpersonal interactions. This indicates 

that participants tended to solve the problem through intensive collaboration rather than 

through individual efforts. On the other hand, the presence of personal discourse (18%) 

suggests that moments of individual thinking and calculation were also an essential part of the 

solution process. 
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Table 3.2: Distribution of Discourse Levels 

Discourse Level Frequency Percentage (%) 

Object Level 413 42 

Non-object Level 572 58 

The distribution of discourse levels is presented in Table 3.2. The findings indicate that 

non-object level discourse (58%) was more prevalent than object-level discourse (42%). This 

suggests that the group not only focused on mathematical calculations but also devoted 

considerable attention to organizing the problem-solving process, managing task distribution, 

and coordinating the overall flow of the activity. 

Table 3.3: Distribution of Discourse Types 

Discourse Type Frequency Percentage (%) 

Information Sharing 402 41 

Affirmation 186 19 

Questioning 221 22 

Disagreement / Rejection 83 8 

Strategy Suggestion 93 9 

As shown in Table 3.3, the most frequently observed discourse move was information 

sharing, indicating that students continuously generated and shared data, ideas, and strategies 

throughout the problem-solving process. The high occurrence of questioning suggests that 

participants actively sought clarification, validation, and guidance to direct the flow of the 

solution process. 

3.2. Relationship Between Discourse Levels and Types 

The analysis revealed which discourse types were more frequently associated with 

specific discourse levels. Object-level discourse was often related to information sharing and 

questioning, showing that students tried to solve the problem by sharing or examining 

mathematical ideas and calculations. 

The following dialogue exemplifies this interaction: 
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PST1: “There’s an area measuring 19 by 13 here.” 

PST2: “Then twelve cars would fit there.” 

PST1: “Where’s the 13 then?” 

PST3: “So how will we calculate this area?” 

In contrast, non-object level discourse was commonly observed in strategy suggestion 

and affirmation moves. This indicates that the group used such discourse when making 

process-related decisions or reinforcing collaboration. 

Example dialogue supporting this observation: 

PST1: “I think we should first draw a sketch and then calculate the areas.” 

PST2: “Yes, that makes sense. Let’s continue that way.” 

3.3. Participant Roles and Interaction in the Problem-Solving Process 

The analysis showed that each of the three participants assumed distinct yet 

complementary roles within the group. These roles were closely associated with the dominant 

discourse types used by each participant. 

• PST1 – Information Provider and Idea Generator: 

PST1 stood out as the participant who most frequently shared information. They 

continuously proposed ideas and strategies necessary for solving the problem, laying 

the foundation for object-level discourse essential for group progress. 

• PST2 – Supportive and Process Regulator: 

PST2 maintained group harmony by frequently using affirmation expressions such as 

“Yes, that makes sense” or “Exactly, let’s continue.” Most of PST2’s discourse occurred 

at the non-object level, indicating a focus not only on the problem but also on ensuring 

the smooth functioning of the process. 

• PST3 – Questioning and Guiding Participant: 

PST3 was the participant who most frequently asked questions and expressed 

disagreement. Through questions such as “So what percentage of this area will we 

use?”, PST3 encouraged peers to reflect and clarify their ideas. Disagreement 
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statements (e.g., “No, 4-meter cars won’t fit.”) promoted critical evaluation of ideas and 

strategies within the group. 

The distribution of these roles can be explained not only by individual tendencies but also 

by the group’s internal dynamics and social relationships. Participants’ familiarity, prior 

friendships, and shared academic experiences likely fostered comfort and trust in 

communication, allowing these roles to emerge naturally and harmoniously. Therefore, if the 

same activity were applied to a different group, a similar role distribution might not necessarily 

occur, as group relations and social atmosphere significantly influence discourse dynamics. 

 

4. DISCUSSION AND CONCLUSION 

This study analyzed the discourse moves exhibited by pre-service mathematics 

teachers while solving the “Parking Lot Design” modelling problem, providing significant 

insights into the nature of group interactions and their influence on the problem-solving 

process. 

The findings revealed that participants predominantly conducted the solution process 

through interpersonal discourse. This result aligns with Sfard’s (2001) discourse approach, 

which posits that mathematical meaning-making occurs through both social interaction and 

individual thinking. It also supports the findings of Klang et al. (2021) and Purba and 

Ramadhani (2020), who reported that collaborative learning enhances problem-solving skills. 

The participants’ strong tendency toward collaborative problem-solving is a positive indicator 

for their future professional practice. 

In terms of discourse levels, the dominance of non-object level discourse is noteworthy. 

This finding demonstrates that students were not only engaged in mathematical calculations 

but also in organizing processes, developing strategies, and coordinating group dynamics. It 

confirms that modelling problems require not only mathematical knowledge but also process 

management skills. 

Throughout the study, discourse moves were observed to evolve over time. Early in the 

session, organizational discourse (e.g., “Where should we start?”, “Should someone take 

notes?”) was more prominent. After understanding the problem and performing initial 
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calculations, object-level discourse became dominant. This dynamic indicates an increasing 

focus on conceptual reasoning and a rise in the “mathematical discourse intensity” of the 

group. Such temporal transitions in discourse align with Cobb and Yackel’s (1996) concept of 

intertwined social construction and individual reasoning. Early stages featured discourse aimed 

at social consensus, while later stages integrated more individual computation and strategic 

reasoning. 

The analysis of discourse types revealed that while information sharing was dominant, 

questioning and affirmation played critical roles in facilitating understanding. This supports the 

views of Syafri et al. (2020) and Robinson (2020), who argue that mathematical discourse is a 

crucial tool for developing critical thinking and higher-order reasoning. Even less frequent 

discourse moves, such as strategy suggestion and disagreement, were significant for 

diversifying solution approaches and fostering critical evaluation. 

The predominance of information sharing among participants indicates, in line with 

constructivist learning theory, that mathematical knowledge was constructed through social 

interaction within the group. However, another critical finding from the discourse analysis is the 

relative scarcity of disagreement moves. This may suggest limited opportunities for 

constructive debate and hesitation among students to challenge peers’ ideas. As emphasized 

by Syafri et al. (2020), to promote the development of critical inquiry, such disagreement 

discourse should be more encouraged in classroom contexts. Otherwise, excessive information 

sharing might evolve into a “consensual routine” rather than creative thinking. 

Regarding participant roles, PST1 functioned as the information provider, PST2 as the 

supporter, and PST3 as the inquirer. Consistent with Çelik and Baki (2023), this diversity of 

roles within group discourse enriched mathematical thinking and the learning process. 

Particularly, PST3’s role in deepening the group’s thought processes through questioning and 

disagreement strongly underscores the value of critical inquiry. 

5. RECOMMENDATIONS 

This study comprehensively examined the discourse moves exhibited by pre-service 

mathematics teachers while solving a modelling problem and clearly revealed the role of group 

interactions in the problem-solving process. The findings showed that pre-service teachers 
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reached solutions primarily through collaborative discourse, while individual thinking and 

calculations also constituted an integral part of the process. Furthermore, the predominance of 

non-object level discourse highlighted that modelling problems require not only mathematical 

knowledge but also effective process management and collaboration skills. 

In this context, based on the findings of this study, the following recommendations can be 

made: 

• Teacher education programs should support modelling activities with group work and 

include more practices focused on discourse analysis. 

• Activity designs should aim to balance individual and group discourse to enhance both 

individual reasoning and collaborative thinking skills among pre-service teachers. 

• Critical inquiry and disagreement discourse should be explicitly encouraged during 

instructional processes. This will allow students to engage in deeper discussions, 

evaluate ideas critically, and develop alternative solutions. 

• Future research can conduct similar analyses using different modelling problems or 

larger participant groups to increase the generalizability of the findings. 

In conclusion, this study demonstrates that the discourse analysis approach in mathematics 

education is a powerful tool for understanding pre-service teachers’ problem-solving and 

communication skills. The findings provide valuable implications for both teacher education 

programs and classroom teaching practices. 
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ABSTRACT  

In this paper, matrix families constructed from second-degree Legendre polynomials are 
examined. During the construction of these families, three different perturbation matrices 

 and  corresponding to the second-degree Legendre polynomial were 

considered. Thus, stability intervals for three different matrix families were determined with the 
aid of continuity theorems. Subsequently, these families were extended using algorithms from 
the literature while preserving their Schur stability properties. As a result, three different 
second-degree Legendre-centered extended interval polynomial families were obtained. 
Finally, illustrative examples related to the topic were presented. 

 
Key Words: Schur stability, Legendre polynomial, matrix family. 

 

1. INTRODUCTION 

Stability analysis is a fundamental tool for understanding the long-term behavior of 

dynamical systems. In discrete-time systems, Schur stability corresponds to the condition that 

all eigenvalues of the system matrix lie within the unit circle (Akın and Bulgak, 1998; Elaydi, 

1999). This ensures that the system responses remain bounded over time and converge to a 

stable equilibrium. However, for non-symmetric matrices, the eigenvalue problem is an ill-

conditioned problem (Wilkinson, 1965; Bulgak, 1999). Therefore, for Schur stability analysis, it 

becomes necessary to solve the Lyapunov matrix equation (Akın and Bulgak, 1998; Elaydi, 

1999; Aydın et al., 2000). Thus, the concepts of stability quality and sensitivity gain importance 

(Bulgak and Godunov, 1988; Akın and Bulgak, 1998; Bulgak, 1999). 

On the other hand, Legendre orthogonal polynomials provide a powerful analytical 

framework in system theory due to their well-structured properties (Rainville, 1960). In this 

study, the Schur stability analysis of a matrix family centered on the Legendre polynomials has 

been conducted. In particular, second-degree Legendre polynomials have been selected and 

examples have been provided. The fundamental literature related to this topic is presented 

below. 
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1.1 Second-Degree Legendre Polynomials 

Orthogonal polynomials play a central role in approximation theory, numerical analysis, 

and mathematical physics. Among them, Legendre polynomials  form a particularly important 

class due to their orthogonality on the interval . Moreover, they are significant due to their 

wide range of applications in mathematical physics. 

Legendre polynomials  can be defined by 

 

with initial conditions 

 

The first few members of this sequence are 

 

 

 

 

 

(Rainville, 1960). In this study, second-degree Legendre polynomials  have been considered. 

1.2 From Polynomials to Companion Matrices 

 While Legendre polynomials are primarily studied for their orthogonality properties, it is 

often insightful to analyze them from an algebraic perspective.   
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 In particular, the companion matrix provides a bridge between polynomial equations and 

linear algebra: the roots of a polynomial can be recovered as the eigenvalues of its associated 

companion matrix.   

 Given a monic polynomial of degree , 

 

its companion matrix  is defined as 

 

(Elaydi, 1999; Akın and Bulgak, 1998). Now we apply the construction to the second-degree 

Legendre polynomials. 

Example 1. The second-degree Legendre polynomial is 

 

In monic form: 

 

The corresponding companion matrix: 

 

1.3 Matrix Families Centered on the Second-Degree Legendre Polynomial 

 Building upon this framework, matrix families centered on the second-degree Legendre 

polynomial are introduced. In this construction, the matrix  is obtained as the companion 
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matrix of the second-degree Legendre polynomial . The perturbation matrices  are defined 

as  and . Based on these definitions, the families centered on the second-

degree Legendre polynomial are expressed as 

 

 

 

Here,  and  are real matrices and defined as follows: 

 

2. STABILITY OF THE MATRIX FAMILIES CENTERED ON THE SECOND-DEGREE 

LEGENDRE POLYNOMIAL 

 In this section, before giving the stability of the matrix families centered on the second-

degree Legendre polynomial, give the continuity theorems for Schur stability. This theorem, 

which exists in the literature, determines the sensitivity of stability. Let's remember the family of 

Schur stable matrices as follows: 

 

Theorem 1. Let . If  then the matrix  and 

 

holds (Aydın et al., 2002; Duman and Aydın, 2011). 

 Now, considering Theorem 1, the following continuity theorem, obtained by Topcu and 

Aydın, is given below. 

Theorem 2. If  and  and  then , where 
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(Topcu and Aydın, 2023; Topcu and Aydın, 2024). 

Example 2. Let's take the matrix families centered on the second-degree Legendre polynomial 

 and , respectively. With the application of the Theorem 2, the following Schur stability 

intervals are obtained, respectively: 

 

 

 

3. EXTENDING THE SCHUR STABILITY INTERVAL AND OBTAINING THE INTERVAL 

POLYNOMIALS 

 In the last example, the obtained intervals preserve the Schur stability of the matrix 

families  and . However, upon further analysis, it has been observed that there also 

exist points outside these intervals that ensure the Schur stability. To include these points into 

the obtained intervals, algorithms have been given by Topcu and Aydın (Topcu and Aydın, 

2023; Topcu and Aydın, 2024). By means of these algorithms, extended intervals  and  

have been obtained for the extended matrix families  and  while preserving the 

Schur stability. Subsequently, second-degree Legendre-centered interval polynomial families 

were obtained. Let us examine the following example. 

Example 3. Let's take the second-degree Legendre polynomial  and the 

perturbation matrices  as follows, 
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An examination of Table 1 is given below. The matrices  and the parameter  is the 

input element selected by the users.  and  are the lower and upper bounds which are 

calculated using the continuity theorems.  and  are the extended lower and upper bounds 

obtained by the Algorithm for the Schur Stability.  and  indicate how many steps the 

algorithms stopped for lower and upper bounds, respectively. 

Table 1. The values  for the data . 

 

For example, according to Table 1, let's take the matrices  and : 

• For  with  steps and  with  steps. 

• Extended interval is . 

• Interval companion matrix for the Schur stable matrix family  is 

 

 

• Legendre-centered Schur stable interval polynomial is 

 

5. CONCLUSION 

 The main objective of this study is to construct second-degree Legendre-centered Schur 

stable interval polynomial families. First, the companion matrix corresponding to the second-

degree Legendre polynomial is constructed. Using this companion matrix, matrix families  

and  are formed based on the linear combination of the companion matrix and the 

perturbation matrix  and . With the aid of the continuity 

theorems, the intervals  and  that ensure the stability of these matrix families are 
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determined. Subsequently, these intervals are extended through the algorithms while 

preserving the Schur stability property. The extended interval companion matrices 

corresponding to the extended intervals are constructed. Finally, by means of the extended 

interval companion matrices, second-degree Legendre-centered extended Schur stable interval 

polynomial families have been obtained. 
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ABSTRACT  

Classical Cartesian graphs are usually obtained by viewing  as a function of a real 

variable , where the function is defined by substituting real numbers for  inside a syntactic 

expression. This approach is convenient but fragile: removable singularities (e.g. 

) and similar “indeterminate forms” arise from naive substitution 

into arbitrary expressions. These indeterminate forms, such as , traditionally require limits 

or calculus for resolution. This paper introduces formal graphs, a lightweight algebraic method 

using formal variables and formal evaluation to handle such forms without invoking calculus. By 

treating expressions as elements of an algebraic structure (e.g. a polynomial ring , a 

fraction field , etc.) and graphing via formal evaluation, formal graphs provide a robust, 

exception-free visualization that aligns with intuitive algebraic simplifications. We demonstrate 

the method through examples, and show how standard calculus facts (e.g. the derivative as the 

simplified difference quotient at ) fall out algebraically. 

 
Key Words: Graphing, Expressions, Formal Variables. 

 

1. INTRODUCTION 

  In classical mathematical graphing, functions are typically defined by syntactic substitution 

of real values into expressions. This approach, while intuitive, introduces artifacts known as 

removable discontinuities when unreduced syntactic forms yield indeterminate expressions like 

. For instance, the expressions 
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exhibit such discontinuities despite being algebraically equivalent to polynomials  and 

, respectively. These artifacts obstruct straightforward algebraic computation in calculus 

problems, particularly in difference quotients for derivatives. 

 

Figure 1. A traditional graph of  vs , with undesirable hole at . 

The core issue lies in the traditional evaluation homomorphism, which enforces 

pointwise substitution before algebraic simplification. This paper presents a paradigm shift: by 

treating symbols as formal variables (indeterminates) rather than traditional variables, and by 

defining evaluation algebraically instead of arithmetically, we obtain graphs free of removable 

singularities. Our method leverages the construction of the field of rational expressions  as 

the fraction field of the polynomial ring , ensuring that evaluation acts only as arithmetic 

substitution on canonical forms. 

1.1 Contributions 

• A rigorous framework for graphing based on formal variables and formal 

evaluation, eliminating removable discontinuities. 

• Two equivalent constructions: (1) standard-form pairs with Euclid's algorithm for 

operations, and (2) equivalence classes of pairs. 

• Pedagogical adaptations for high-school, undergraduate, and graduate levels. 

• Applications to calculus, particularly in deriving derivatives algebraically via 

difference quotients. 
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2. RELATED WORK 

The problem of removable discontinuities in graphs of rational functions is well known in 

both classical analysis and algebra. In analysis, a standard approach to “fixing” a hole in a 

function’s graph is to define a new function that agrees with the original formula except by filling 

in the undefined point with the limiting value. For example, if  and  makes both 

 and  zero, one can define  (provided the limit exists) to obtain a continuous 

extension of  at  (Stewart, 2016; Apostol, 1967). In essence, analysis treats  and its 

algebraically simplified form as the “same” function everywhere except the singular point, which 

is then patched by continuity. This idea appears throughout calculus textbooks and exercises, 

where students are asked to simplify expressions and evaluate limits to find the value that 

would make  continuous at a removable discontinuity (Stewart, 2016). 

From an algebraic perspective, the treatment of rational expressions as formal objects 

inherently resolves removable singularities. In commutative algebra and algebraic geometry, a 

rational function is an element of a field of fractions , meaning that two formulas like  

and  represent the same element of  (Dummit and Foote, 2004; Lang, 2002). Any 

factor that would cause a “hole” (such as  in the denominator) is cancelled out in the 

field of fractions—indeed,  in  because one takes the reduced representative 

after cancelling the common factor. In this formal setting,  is an indeterminate rather than a 

varying real number, so questions of domain do not arise; there is no substitution into the raw 

expression until after it is reduced. This is precisely the insight employed by the Formal Graphs 

approach, and it has been implicitly used by mathematicians for a long time (e.g., when we say 

two rational expressions are “identical” if they differ only on a finite set of points in their naive 

evaluation). 

Techniques for eliminating removable discontinuities also appear in computer algebra 

systems and advanced graphing tools. Many computer algebra systems (CAS) automatically or 

upon command simplify rational expressions by canceling common factors. For instance, 

SymPy’s cancel routine transforms a given rational expression into a canonical form  with 
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no common polynomial factors (SymPy Development Team, 2025). By working with such a 

simplified form, one can evaluate or graph the function at points that were formerly “holes” 

without encountering a  error. In practice, however, most numerical graphing utilities do not 

perform this kind of symbolic preprocessing unless explicitly instructed; they typically sample 

points numerically and thus either omit the point or simply draw the curve without marking the 

removable discontinuity. The principle of Formal Graphs—symbolically simplify first, then 

evaluate—can be viewed as bringing a CAS-like step into the graphing process by default (Von 

Zur Gathen and Gerhard, 2013). 

In mathematics education, the idea of “simplify before substitution” is a familiar theme 

that closely parallels the Formal Graphs philosophy. In limit computations and derivative 

calculations, students are taught to algebraically simplify expressions to avoid indeterminate 

forms. A classic example is the difference quotient in calculus: to find  via , 

one simplifies  to cancel  before setting  (Stewart, 2016; Apostol, 1967). 

Likewise, in precalculus courses students learn that when graphing a rational function, they 

should factor and cancel common factors in the formula, then use the simplified form to identify 

any hole’s coordinates (e.g., graph  and mark an open point at ,  for 

  (Sullivan, 2016). 

The concept of treating algebraic expressions in a domain where cancellation is done 

prior to evaluation is inherent in the algebra of rational functions (Dummit and Foote, 2004; 

Lang, 2002) and is the theoretical reason removable discontinuities can be bypassed. Analysis 

and calculus education provide the interpretation of filling in holes via limits or algebraic 

simplification (Stewart, 2016; Apostol, 1967). Computer algebra systems offer practical tools 

(e.g., cancel) that achieve the same outcome symbolically (SymPy Development Team, 2025; 

von zur Gathen and Gerhard, 2013). The contribution of the Formal Graphs approach is in 

unifying these insights into a coherent framework and explicitly applying them to graphing: it 

ensures that what might traditionally be seen as a “hole” in a graph is handled seamlessly by 

using the simplified representation of the function. In this sense, Formal Graphs build directly 

on well-established practices, but to our knowledge no prior work has articulated it as a general 

graphing methodology. 
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3. BACKGROUND 

We recall standard facts; see, e.g. (Dummit and Foote, 2004; Lang, 2002). 

3.1 Variables: Traditional vs. Formal. 

3.1.1 Traditional Variables. 

Traditional variables, as used in elementary algebra, are entities that vary and can be 

solved for in equations. For example, in , the variable  varies until the equation 

balances, yielding solutions  and . 

Unfortunately, traditional variables do not support unique factorization in polynomial 

expressions due to potential pointwise exceptions. While one factorization of  is 

, this factorization is not unique. For example, consider the piecewise expression: 

. 

Another factorization of  is . 

This is precisely why with traditional variables we cannot simplify  to . Another 

simplification is . Had we assumed  was the only solution, and evaluated at 

, we would get  as the only solution. Knowing  is another solution, 

and evaluating at , we get . So, with traditional variables, we say  is 

undefined at , because the answer is not unique. 

3.1.2 Formal Variables. 

Formal variables (indeterminates) are constants in abstract algebra, not subject to 

variation or solution. They enable unique factorization in polynomial rings (e.g.  the ring of 

formal polynomials in  with coefficients in ). For example,  factors uniquely as 

 in . Crucially, we do not need to worry if . This is because  is not a 

variable, but a constant, and that constant  is not equal to  (or any other real number). This is 
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not unlike the case for complex numbers, where  is always false. Similarly,  is a 

false statement for formal variable , as the left-hand side is not the zero polynomial. 

3.2 Construction of . 

Let  be a field (for concreteness,  suffices). The field of formal polynomial ratios 

 can be constructed in two equivalent ways: 

3.2.1 Standard-Forms Construction (V1). 

Define  to be the set of reduced pairs  where  are coprime 

polynomials (i.e. gcd(p,q)=1), and . Field operations use Euclid's algorithm to maintain 

reduced forms: 

 

3.2.2 Equivalence-Class Construction (V2). 

Define  to be the set of equivalence classes under . Define  to be an equivalence 

relation on pairs  where  and : 

 

We denote the equivalence class that contains  as . Field operations are 

defined concisely: 

 

3.3 Traditional Evaluation. 

Traditional evaluation  is a special map called a homomorphism. 

Definition 3.1 (Homomorphism). A map  is a homomorphism with respect to operation 

 if  for all . 

Since traditional evaluation is a homomorphism, this leads to problems such as 

undefined values. For example, if  , then 
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, 

an indeterminate form, despite  being algebraically equivalent to  (for ). 

3.3.1 Evaluation Families. 

Instead of the overhead of writing “if ” for some constant , we can subscript 

, resulting in a family of evaluations, where  equals . 

Restating the previous example: 

. 

3.4 Traditional Graphs. 

Traditional graphs are defined by Traditional evaluations  (subscripted or not). 

3.4.1 Implicit Graphs. 

Definition 3.2 (Implicit Graph). If  is an expression in , and evaluation , the 

implicit graph is 

. 

3.4.2 Explicit Graphs. 

Definition 3.3 (Explicit Graph). If  is an expression in , and evaluation  

parameterized by , the explicit graph is 

. 

Since , this simplifies to . 

4. FORMAL GRAPH METHOD 

4.1 Formal Evaluation. 

Formal evaluation is a map from  to . Formal evaluation is not a homomorphism; it 

violates  when  is not in standard form. We define Formal evaluation 

for each construction of . 

Definition 4.1 (Formal Evaluation for V1). 
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In the standard-forms construction, elements are coprime pairs . Formal evaluation 

 acts directly on these pairs: 

 

This avoids removable discontinuities as pairs are reduced. 

Definition 4.2 (Formal Evaluation for V2). 

In the equivalence-class construction, elements are classes . Formal evaluation 

acts on the unique coprime representative: 

 and . 

Lemma 4.1 (No spurious 0/0). 

If  is reduced and , then . 

Proof.  By the factor theorem,  implies  in .  If also , then 

, hence  is a common nonconstant factor of  and , contradicting 

. 

Proposition 4.1 (Well-definedness on classes). 

Let . Then  as in Definition 4.2 is independent of the 

choice of representatives. Moreover,  is defined iff the denominator of the reduced 

representative is nonzero at . 

Proof. Replace both  and  by the common reduced representative . 

Then both definitions compute the same  when , and both are undefined 

when  by Lemma 4.1. 

4.2 Formal Graphs. 

Definition 4.3 (Formal Graph). 
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For a rational expression  and formal evaluation , the formal graph 

is 

. 

Since , this simplifies to . 

Theorem 4.1 (Formal graphs fill holes and preserve poles). 

Let  have reduced representative . Then 

. 

In particular, 

• if  admits a syntactic presentation with a removable discontinuity at , then 

; 

• if , then  is absent from  (a genuine pole). 

Proof. The equality is just unwinding Definitions 4.1 and 4.3. The two bullets follow 

immediately. 

Example 4.1 (Difference Quotient without limits). 

Consider the difference quotient for  at : 

. 

Algebraic simplification yields: 

. 

Using formal evaluation  with : 
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The formal graph is , the full line  with no hole at 

. The derivative at  is . 

4.3 Pedagogical Considerations. 

The method adapts to different educational levels: 

• Graduate/advanced undergraduate: Build  via equivalence-class 

construction of  using Definition 3.2.2; define  by reduced 

representatives using Definition 4.2; prove Lemma 4.1, Proposition 4.1, Theorem 

4.1. 

• Undergraduate: Build  via standard-forms construction of  using 

Definition 3.2.1; define  directly using Definition 4.1; prove Lemma 4.1; state 

Theorem 4.1. 

• High-school / computational: Teach simplification before substitution as a 

procedural rule; state Lemma 4.1. In plotting software, normalize rational 

expressions before sampling to avoid graphical holes. 

For notational simplicity, consider light-weight alternatives to  for the evaluation 

operator. We propose notating with a vinculum operator (i.e. underlining) to represent formal 

evaluations. For example, to graph a parabola, we may graph  vs. . 

5. DISCUSSION: EVALUATION AS A TYPED STAGE 

Traditional homomorphic evaluation requires symmetric equality 

. Formal evaluation relaxes this:  is defined even if 

 is not, by first simplifying  to a standard form. 

We might consider the operational view to be a naive elementary approach. 

Remark 5.1 (Operational View). 

Substitution has lower precedence than algebraic simplification. 
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However, this operational view scales to higher mathematics. 

Remark 5.2 (Type-Theoretic View). 

Evaluation is a two-stage process: (1) normalization  

(algebraic simplification), then (2) evaluation . The evaluator  is not defined 

on raw syntax . 

Remark 5.3 (Parsing View). 

Asymmetric parsing allows backtracking: if  parsed to  is 

undefined, the system backtracks and simplifies  before re-applying evaluation. 

Limit-laws in calculus follow this parsing pattern. 

6. LIMITATIONS AND FUTURE WORK 

What is fixed, what remains. Removable singularities are removed automatically. 

Equivalent expressions (in the fraction field) generate identical graphs. Difference quotients 

become algebraic, recovering standard derivatives for polynomials without limits. Genuine 

poles persist: if  is reduced and , evaluation at  is not defined in the field, hence 

the point is absent from . Thus  faithfully encodes the “true” graph of a rational 

expression as an element of . 

Beyond rational expressions. The present development lives in . 

Extensions to formal power series  (with evaluation restricted to suitable ), or to rational 

functions in several indeterminates , are straightforward in principle but require care 

with domains of definition when evaluating. 

7. CONCLUSION 

The traditional method of graphing by direct substitution is inherently limited by the 

arithmetic problem of indeterminate forms. This paper has presented Formal Graphs, an 

algebraic framework that circumvents this limitation. By re-framing expressions as elements of 
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a formal field of rational expressions and evaluating them via formal evaluations, we construct 

graphs that are continuous and intuitive where traditional graphs fail. This method provides a 

rigorous, lightweight alternative to calculus, grounding a key concept of precalculus and 

calculus firmly in modern algebra. Future work could explore extending this method to 

multivariate expressions and its implications for teaching the concepts of continuity and 

derivatives. 
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ABSTRACT 

This study examines the complex causes of accidents occurring in the maritime industry, 

which is a crucial component of global trade, and explores the interrelationships among these 

causes. Since maritime accidents result from the interaction of multiple factors, analyzing 

cause-and-effect relationships is vital for developing effective preventive strategies. For this 

purpose, the study employs multi-criteria decision-making (MCDM) methods—specifically 

Fuzzy DEMATEL, Fuzzy AHP, and Fuzzy TOPSIS—to identify the influences among risk 

factors and to determine their priority rankings. According to the analysis results, Structural 

Risks and Navigation-Related Factors emerged as the main causal criteria influencing other 

risk groups. At the sub-criteria level, Technical Failures and Inadequate Maintenance were 

identified as the most influential causal factors. In the prioritization analyses, the Education and 

Experience criterion was found to be the most critical factor in preventing accidents. The most 

significant sub-criterion was determined to be Technical Failures. These findings indicate that 

maritime safety can be ensured not only through technical improvements but also through 

continuous training of personnel and regular inspections. 

Keywords: AHP, Fuzzy Logic, DEMATEL, Maritime Accidents, Human Factor, Risk 

Management, TOPSIS 

1. INTRODUCTION  

Maritime transportation is one of the main pillars of global trade; however, it also poses 

significant risks in terms of human life, environmental impact, and economic loss. Since 

maritime accidents often occur as a result of the interaction of multiple factors, understanding 
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the complex cause-and-effect relationships among these factors is of great importance. This 

study aims to systematically examine the factors that lead to ship accidents. 

The existing literature highlights the effectiveness of Multi-Criteria Decision-Making 

(MCDM) methods in identifying the root causes of accidents. In this thesis, Fuzzy DEMATEL, 

Fuzzy AHP, and Fuzzy TOPSIS methods were specifically applied. These methods 

comprehensively address elements such as structural risks related to the ship, external factors, 

lack of training, and navigation errors, thereby revealing in detail the interactions and priority 

rankings among the factors contributing to maritime accidents. 

2. LITERATURE REVIEW  

There are numerous comprehensive studies examining the causes of maritime accidents 

and risk management (İnan & Baba, 2020; Olgaç, 2021; Uğurlu, 2022). These studies 

generally focus on the roles of human factors, technical failures, and environmental conditions 

in maritime accidents (Buber & Köseoğlu, 2020; Büyük & Bayer, 2022; Tantan & Yorulmaz, 

2023). Previous research in this field has attempted to uncover the fundamental dynamics 

behind ship accidents using various analytical methods. Use of Multi-Criteria Decision-Making 

(MCDM) Methods: 

In the literature, MCDM methods are widely used to solve complex decision-making 

problems (Tamer, Barlas & Günbeyaz, 2021). In particular, the Analytic Hierarchy Process 

(AHP) is frequently employed to determine the relative importance of multiple criteria 

(Kahraman, Cebeci & Ulukan, 2003). This method provides a systematic weighting based on 

pairwise comparisons of the criteria (Seçme, Bayrakdaroğlu & Kahraman, 2009). 

DEMATEL Method: 

The Decision-Making Trial and Evaluation Laboratory (DEMATEL) method was developed 

to analyze direct and indirect relationships—i.e., cause-and-effect interactions—among the 

criteria within a system (Chang, Chang & Wu, 2011). This approach allows for a clearer 

understanding of the system’s structure and the interdependencies among criteria (Demirci, 

Canımoğlu & Elçiçek, 2023). 
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TOPSIS Method: 

The Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) ranks 

alternatives by selecting the one closest to the ideal solution and farthest from the anti-ideal 

solution (Hwang & Yoon, 1981). This method serves as an effective tool for evaluating 

alternatives based on the weighted importance of defined criteria (Ashtiani, Haghighirad, Makui 

& Montazer, 2009). 

This study adopts an integrated approach by applying these established methods to 

determine the cause-and-effect relationships and significance levels among ship accident risk 

factors. In particular, by integrating Fuzzy Logic, it aims to reduce the uncertainty inherent in 

expert judgments, thereby contributing to the existing literature (Özdemir, 2016; Shukla, Dixit & 

Agarwal, 2014; Yildiz et al., 2022). 

3. METHODOLOGY  

In this study, the risk factors were classified into five main criteria and seventeen sub-

criteria. The analysis was conducted using data collected from three experts with ten years of 

experience in the maritime industry. 

Main Criteria Analysis 

Fuzzy DEMATEL Analysis: The results indicate that Structural Risks and Navigation-

Related Factors fall into the “cause” group, meaning they significantly influence other factors. In 

contrast, Education and Experience, External Factors, and Psychosocial Risks belong to the 

“effect” group, representing outcomes influenced by the causal criteria. 

Fuzzy AHP and TOPSIS Analysis: According to the ranking results, Education and 

Experience emerged as the most important main criterion for preventing maritime accidents. 

This finding highlights the critical role of the human factor in ensuring ship safety. 

Sub-Criteria Analysis 

Fuzzy DEMATEL Analysis: Among the sub-criteria, Technical Failures and Inadequate 

Maintenance were identified as the primary causal factors influencing all other sub-factors. 
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Fuzzy AHP and TOPSIS Analysis: The most significant sub-criterion was determined to 

be Technical Failures. This finding is consistent with the DEMATEL results, confirming that 

technical reliability represents the most critical area of risk. 

4. RESULTS AND DISCUSSION  

In this study, the Fuzzy AHP (F-AHP) method was used to determine the relative 

importance of factors influencing maritime accidents. The analysis focused on five main types 

of accidents: Collision/Allision, Fire/Explosion, Grounding, Fatal Occupational Accident, and 

Injury-Related Occupational Accident. Pairwise comparison matrices were constructed based 

on the opinions of three experts, and these matrices were then converted into fuzzy pairwise 

comparison matrices using fuzzy numbers. From the calculated fuzzy synthetic values, fuzzy 

weights were derived and subsequently defuzzified to obtain precise weight values. 

The results showed that the most significant accident types were Fatal Occupational 

Accidents and Fire/Explosion, together accounting for approximately 80% of the total weight. 

These two types represent the primary areas that must be prioritized to prevent maritime 

accidents. The dominance of Fatal Occupational Accidents highlights that the protection of 

human life remains the foremost priority in maritime transport. The ranking of Fire/Explosion in 

second place indicates that these accidents have serious consequences for human life, the 

environment, and the economy. While the remaining accident types—Injury-Related 

Occupational Accident, Grounding, and Collision/Allision—had lower weights, they still play a 

vital role in maritime safety and should not be overlooked. 

According to the F-TOPSIS analysis results, the most important main criterion for 

preventing maritime accidents was identified as Education/Experience. This finding 

emphasizes the critical role of the human factor in maritime transport and indicates that a 

significant portion of accidents stem from human errors. Enhancing education and experience 

levels is therefore a key element in reducing such errors. Consequently, the study suggests 

that the maritime sector should give greater importance to professional training, regular drills, 

and practical experience programs for personnel. 
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The second-ranked criterion, External Factors, refers to risks that are difficult to control, 

such as adverse weather conditions, heavy maritime traffic, and long waiting periods at 

anchorage. Although these factors cannot be completely eliminated, their effects can be 

mitigated through early warning systems, advanced weather forecasting technologies, and 

effective traffic management measures. The remaining three criteria—Psychosocial, Structural, 

and Navigation—though less significant in weight, should not be ignored. Improving the 

psychological and social conditions of crew members, strengthening structural maintenance 

and safety standards of ships, and ensuring accurate and up-to-date voyage planning all 

contribute significantly to maritime safety. In conclusion, while Education/Experience holds the 

highest priority, all criteria must be considered collectively. 

After examining ship accident reports and conducting interviews with seafarers, 17 sub-

factors and their associated risks were identified as follows: 

A1: Adaptation Problems to the Ship – Difficulties faced by crew in adapting to the ship 

and working environment. 

A2: Social Isolation – Separation from social life due to long voyages. 

A3: Insufficient Provisions – Lack of adequate and quality food on board. 

A4: Year of Construction – The age and construction year of the ship. 

A5: Inadequate Maintenance – Lack of regular and sufficient maintenance of the vessel. 

A6: Technical Failures – Malfunctions and faults in the ship’s technical systems. 

A7: Insufficient Inspection – Inadequate supervision of the vessel and crew. 

A8: Adverse Meteorological Conditions – Storms, fog, and other unfavorable weather 

conditions. 

A9: Heavy Maritime Traffic – High density of ship traffic in navigation zones. 

A10: Waiting/Loading-Unloading Times – Duration of anchorage or port operations. 

A11: Lack of Training/Drills – Insufficient training or drills for the crew. 

A12: Lack of Experience – Insufficient operational or navigational experience of 

personnel. 

A13: Unqualified Employees – Personnel lacking the necessary competence for assigned 

duties. 

A14: Inadequate Voyage Planning – Poor or incomplete voyage planning. 
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A15: Outdated Nautical Charts – Navigation charts not being regularly updated. 

A16: Workload of Watchkeeping – Long and intensive duty periods. 

A17: Lack of Communication Between Watches – Inadequate information transfer during 

watch changes. 

According to the findings, the sub-criteria influencing maritime accidents play distinct roles 

in cause and effect groups. The criteria in the cause group exert greater influence over the 

system and play an active role. Notably, Technical Failures (A6) and Inadequate Maintenance 

(A5) emerged as the most significant causal factors with the highest net effect values. 

Technical failures directly trigger other risk factors due to system malfunctions, while 

inadequate maintenance increases the likelihood of such failures, negatively affecting the 

ship’s performance and safety. Therefore, regular maintenance and technical inspections are 

crucial for accident prevention. 

Additionally, Insufficient Inspection (A7) ranked third, as lack of oversight hinders early 

risk detection, negatively impacting safety. Other causal criteria include Lack of Experience, 

Year of Construction, Communication Deficiencies, Adaptation Problems, and Unqualified 

Employees, all of which exert secondary influences and must be addressed in accident 

prevention efforts. 

Conversely, criteria in the effect group are more influenced by the system and play a 

passive role. Heavy Maritime Traffic (A9) and Adverse Meteorological Conditions (A8) had the 

lowest net effect values, meaning they are the most affected by other factors. Enhancing 

voyage planning and technical equipment can help mitigate their adverse impacts. Other effect-

group criteria—such as Inadequate Voyage Planning, Heavy Workload, Waiting Times, 

Insufficient Provisions, Lack of Training, Social Isolation, and Outdated Charts—are shaped by 

the influence of other factors. 

Based on D+R values, Technical Failures (A6), Unqualified Employees (A13), and 

Inadequate Maintenance (A5) are positioned at the center of the system, demonstrating high 

interactivity. In contrast, Waiting Times (A10), Heavy Traffic (A9), and Social Isolation (A2) 

show lower interaction, occupying more isolated positions within the system. Consequently, in 
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order to prevent maritime accidents, priority should be given to managing the strong causal 

factors within the cause group. 

According to the F-TOPSIS results, the top five sub-criteria in preventing maritime 

accidents are ranked as follows: Technical Failures, Inadequate Maintenance, Unqualified 

Employees, Lack of Training/Drills, and Lack of Experience. This ranking identifies the key 

intervention areas for accident prevention. 

The most significant sub-criterion, Technical Failures, reveals that malfunctions and errors 

in ship systems are among the primary causes of accidents. This underscores the importance 

of regular inspection, timely maintenance, and early fault detection as critical components in 

accident prevention. Given the high potential of technical deficiencies to cause accidents, 

systematic maintenance and control procedures are essential. 

The Inadequate Maintenance criterion, ranked second, shows that insufficient or irregular 

maintenance schedules are a major factor contributing to accidents. Therefore, meticulous 

adherence to maintenance programs and systematic record-keeping are crucial. Regular 

maintenance not only prevents technical failures but also directly enhances ship safety. 

Human-related factors such as Unqualified Employees, Lack of Training/Drills, and Lack 

of Experience ranked third, fourth, and fifth, respectively. These results highlight the significant 

role of the human factor in the occurrence of maritime accidents. Thus, the maritime industry 

must prioritize merit-based personnel selection, ensure regular training and drills, and provide 

opportunities for experience development. 

In conclusion, the effective management of technical systems, consistent maintenance 

practices, and enhancing crew competence are fundamental priorities for preventing maritime 

accidents. The analysis reveals that ensuring ship safety and reducing accidents requires a 

simultaneous focus on both technical and human factors. 

According to the DEMATEL analysis results, the criteria Structural Risk and Navigation 

play influential roles over other factors and belong to the cause group, whereas Psychosocial 

Risk, External Factors, and Education and Experience are positioned in the effect group. This 

distinction provides an important perspective for prioritizing areas in risk management 
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strategies. The findings show that across all methods, Education and Experience and External 

Factors stand out as key criteria, emphasizing that improving human competence and taking 

effective measures against environmental risks are critical for preventing maritime accidents. 

5. CONCLUSION  

In this study, the factors influencing maritime accidents were analyzed using a 

comparative application of the DEMATEL and AHP-TOPSIS methods. Both methods 

systematically address complex decision-making problems by evaluating the relationships and 

importance levels among factors, providing different perspectives for the prevention of maritime 

accidents. 

According to the DEMATEL analysis, the main criteria “Structural Risk” and “Navigation” 

were classified as the cause group, while “Risk Arising from External Factors,” “Education and 

Experience,” and “Psychosocial Risk” were categorized as the effect group. Among the sub-

criteria, “Technical Failures,” “Inadequate Maintenance,” and “Insufficient Supervision” had the 

highest net effect values and were identified as causal factors. In the AHP-TOPSIS analysis, 

the most frequent accident types were identified and weighted as fatal occupational accidents, 

fire/explosion, injury-related occupational accidents, grounding, and collision/allision. 

The critical findings indicate that technical factors (Technical Failures, Inadequate 

Maintenance) and human factors (Unqualified Personnel, Lack of Training/Drills, Insufficient 

Experience) play a decisive role in the occurrence of accidents. While DEMATEL reveals the 

causal relationships among the criteria, AHP-TOPSIS focuses directly on their relative 

importance levels. Lack of education and experience emerged as high-priority risks in both 

methods, emphasizing that continuous training, simulator-based exercises, mentoring, and 

cross-cultural education can effectively mitigate these risks. 

Risks arising from external factors ranked first in DEMATEL and second in AHP-TOPSIS; 

therefore, the negative impacts of meteorological conditions, marine traffic, and insufficient 

inspections should be minimized through effective use of technological systems and regular 

audits. Navigation-related and psychosocial risks should also be managed through systematic 
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preventive measures. Although structural risks were found to have relatively lower priority, they 

should still be controlled through regular maintenance and modernization programs. 

At the sub-criteria level, “Technical Failures” ranked first, “Inadequate Maintenance” 

second, while “Unqualified Personnel” and “Lack of Training/Drills” were identified as high-

priority risks. Managing these factors is crucial for preventing accidents. Overall, this study 

presents a comprehensive risk management approach that holistically addresses technical, 

human, and environmental factors in reducing maritime accidents. 
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ABSTRACT 

Today, computer vision techniques are successfully utilised in numerous critical tasks 

across various domains, most notably in the defence industry, where object detection 

applications play a prominent role. In military contexts, the accurate, fast, and reliable detection 

of strategic assets such as military personnel, tanks, aircraft, and warships through image data 

is of vital importance, as it enhances both the effectiveness of operational decision-support 

systems and the overall efficiency of military operations. In this regard, computer vision-based 

object detection systems have become an indispensable component in modern warfare, 

contributing significantly to situational awareness and threat analysis processes. However, the 

detection of heavily camouflaged objects remains a major challenge for existing methods due 

to factors such as visual similarity, low contrast, and complex backgrounds. Addressing this 

issue, the present study focuses on the detection of highly camouflaged military objects by 

employing the comprehensive MHCD2022 dataset, which comprises 3,000 raw images across 

five distinct classes. In the experimental analyses, the performance of the advanced object 

detection algorithm YOLOv11 was evaluated on this dataset. The results showed that the 

model achieved a mean Average Precision (mAP) of 67% and a recall rate of 60.13%, 

indicating that YOLOv11 outperforms contemporary approaches in the current literature in 

terms of both consistency and accuracy. Moreover, this study examines the strengths and 

limitations of the model in detail and aims to contribute to the development of next-generation 

deep learning models for scenarios involving heavily camouflaged object detection in the 

military domain.  

Keywords: Computer vision, object detection, military object detection, deep neural networks, 

artificial intelligence 
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1. INTRODUCTION 

The subject of object detection has been a fundamental area of research for many years, 

and has attracted significant interest from researchers in the fields of artificial intelligence and 

computer vision. This domain encompasses methods aimed at identifying the presence of 

objects in static images or video content, classifying their categories, and determining their 

spatial locations (Arulprakash & Aruldoss, 2022). 

The employment of camouflage patterns has become a pervasive phenomenon, 

particularly in recent decades, across a wide range of military equipment, vehicles, and combat 

gear. The objective of this technique is to enhance military superiority by reducing the visual 

detectability of objects and making them difficult to distinguish from the background. The high 

level of visual harmony between the object in the foreground and its surroundings makes it 

difficult to detect, creating serious challenges for observation, surveillance, and detection 

activities on the battlefield. Visual indicators employed in the identification of objects (e.g. edge 

features, textures, contrast differences, scale variability, and colour tones) remain susceptible 

to manipulation through camouflage strategies (e.g. disruptive colouring, blending with the 

background) (Zheng et al., 2019). 

The present studies have the objective of developing methods of increasing the 

detectability of camouflage for military personnel and unmanned aerial vehicle (UAV)-based 

reconnaissance systems. However, a review of the extant literature reveals a paucity of 

systematic or comprehensive studies on the subject of advanced military camouflage patterns. 

A primary factor contributing to this issue is the absence of a standardised, accessible, 

comparative object detection dataset. Such a dataset would facilitate the analysis of these 

patterns. Consequently, research in the field of camouflage detection is imperative not only for 

theoretical research, but also for military applications. 

The development of deep learning-based object detection approaches has been 

instrumental in overcoming challenges, including the detection of camouflaged objects. These 

approaches facilitate the identification of specific visual features despite variations in the shape 

and size of military objects and the complexity of the background. One of the approaches, You 

Only Look Once (YOLO) (Redmon et al., 2016), is designed to work quickly and accurately and 
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offers higher accuracy rates compared to most similar object detection methods (Song et al., 

2025). 

The objective of this study is to apply the YOLO object detection algorithm to the 

MHCD2022 dataset (Liu & Di, 2023). The rationale behind the selection of the extended 

MHCD2022 dataset is to establish a distinctive and diversified dataset. During the process of 

data augmentation, a range of transformations were applied to the images and their 

corresponding labels. In the initial phase, the labels defined in YOLO format were read in 

conjunction with each training image. In the subsequent phase, a range of image processing 

techniques were employed to enhance data diversity. In this particular context, a series of 

operations were performed, including horizontal flipping, 90° rotation, random shifting, and 

mosaicking. Additionally, the label coordinates were recalculated to ensure compatibility with 

the applied transformations. 

Consequently, this process resulted in the acquisition of a more diverse and balanced 

data set for model training. While augmented data was employed during the training phase, the 

test data was evaluated directly without undergoing any transformation. Consequently, a 

comparison was made between the model outputs and those from analogous studies cited in 

the literature. This comparison indicated that the YOLO algorithm exhibited the most optimal 

performance on the expanded MHCD2022 data set. 

The remaining sections of this study are structured as follows: In Section II, the general 

structure of the research articles examined is presented as a literature review, and the 

objectives of these articles are explained. Section III delineates the methodological framework 

employed in this study. Section IV is dedicated to the presentation of experimental findings, 

encompassing transfer learning methodologies and comparative analyses. The subsequent 

section, Section V, discusses the results obtained. 

2. RELATED WORK 

The development of algorithms to improve the accuracy of camouflaged object detection is 

a significant area of research in the literature. The camouflaged object detection algorithms 

employed in contemporary studies are predominantly categorised into two primary 

approaches: traditional methods and deep learning-based methods. Conventional 
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methodologies depend on the employment of manually crafted characteristics to differentiate 

camouflaged objects. 

In a study conducted by Bhajantri and Nagabhushan, a grey-scale co-occurrence matrix at 

the patch level was utilised to represent tissue characteristics. The combination of this matrix 

with watershed segmentation and clustering strategies resulted in the successful detection of 

camouflaged objects (Bhajantri & Nagabhushan, 2006). In a study conducted by Song and 

Geng, an artificial texture descriptor was developed which covered texture direction, 

brightness, and entropy. The reliability of the foreground texture was evaluated based on the 

weight structure of the features (Song & Geng, 2010). The powerful feature representation 

capabilities of deep learning-based methods, in conjunction with rapid advances in the field, 

have resulted in a significant improvement in the accuracy rates of camouflaged object 

detection algorithms. The FAP-net, BGM, MFAM, and CFPM modules proposed by Zhou et al. 

develop boundary features to create richer and more detailed combined feature 

representations, effectively discover inter-layer relationships, and thus significantly improve the 

detection performance of camouflaged objects (Zhou et al., 2022). Sharma and Mir developed 

a framework that combines the detection of camouflaged objects with semantic object 

detection (SOD). This framework utilises an adaptive learning strategy and advanced feature 

representation, thereby effectively addressing uncertainty in model predictions (Sharma & Mir, 

2022). Rani et al. established a positioning and focusing network with the objective of detecting 

and eliminating dispersion in camouflage scenes. This network was supported by a dispersion 

mining scheme (Rani, Ghai, & Kumar, 2022). Fan et al. developed a model for feature 

enhancement incorporating neighbour connection coders and group-level attention 

subcomponents (Fan, Ji, Cheng, & Shao, 2022). Yang and colleagues set out a robust 

framework for dealing with ambiguity in camouflage scenes. This framework uses 

Transformers and a probabilistic representation model (Yang et al., 2021). The Single Shot 

MultiBox Detector (SSD) method, which performs object detection through a single deep 

neural network without requiring additional processing steps such as proposal generation and 

ensures high computational efficiency and speed, was developed by Liu and colleagues (Liu et 

al., 2015). A fully convolutional Region Proposal Network (RPN), capable of simultaneously 

predicting object bounding boxes and objectness scores, sharing convolutional feature maps 

with Fast R-CNN for joint training, and eliminating the need for explicit region proposal 
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computations to accelerate the detection process, was developed by Ren and colleagues 

(Ren, He, Girshick, & Sun, 2015). Carion and colleagues proposed the Detection Transformer 

(DETR), an innovative approach to object detection that frames the problem as a set prediction 

task, thereby removing the need for anchor generation and handcrafted components, and 

simplifying the overall detection process (Carion et al., 2020). AdaMixer, a query-based 

detector architecture that enables adaptive feature sampling according to the spatial and scale 

offsets of queries, dynamically decodes these features using a query-specific MLP-Mixer, and 

achieves high-accuracy object detection without relying on complex attention mechanisms, 

was developed by Gao and colleagues (Gao, Wang, Han, & Guo, 2022). CrossDet, a novel 

object detection method that represents objects using expanding cross lines along horizontal 

and vertical axes, reduces background noise, effectively captures continuous object 

appearance information, and achieves precise anchor-free object detection, was proposed by 

Qiu and colleagues (Qiu et al., 2023). Liu and Di developed the Military High-Level 

Camouflage Detection (MHCD) scheme with the objective of achieving more accurate 

positioning and correct boundary determination of objects containing high-level military 

camouflage. The objective of this scheme is to enhance the detection performance of 

camouflaged objects (Liu & Di, 2023). 

3. METHODOLOGY 

In light of the paucity of research in the domain of military camouflage object detection, 

compounded by the absence of official studies in this area, Liu and Di undertook the creation 

of the MHCD2022 dataset (Liu & Di, 2023). This initiative was undertaken with the explicit 

objective of facilitating the detection of highly camouflaged military objects. The dataset under 

consideration consists of images collected from a variety of websites and covers a range of 

realistic scenes, including forests, deserts, towns, oceans, and snow. The dataset is divided 

into five categories: human, military vehicle, tank, warship, and aircraft. The dataset consists of 

a total of 3,000 highly camouflaged object images, each captured at 27 fps. The categories are 

represented by images taken from a variety of backgrounds and angles, ensuring that the 

models are adaptable to real-world conditions. There is an imbalance in the data distribution, 

with the human category being heavily represented, while the military vehicle and warship 

categories contain fewer examples. 
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The dataset was divided into 80% training and 20% testing subsets, with data augmentation 

applied to 2,400 images in the training subset. During the augmentation process, various 

image processing techniques such as horizontal flipping, rotation, random shifting, and 

mosaicking were employed. Through the generation of multiple derivatives from each training 

image, the diversity of the dataset was enhanced, increasing the total number of samples to 

12,000.  

 

3.1 METHOD                

In this study, the MHCD2022 dataset was utilised as the primary benchmark for evaluating 

the detection of camouflaged military objects. To overcome the inherent challenges of 

camouflage, such as low visual contrast and background similarity, a deep learning model 

based on the YOLOv11 architecture was employed. 

 

The YOLOv11 model comprises 181 layers and 2,590,815 parameters, and has been 

developed for tasks such as real-time object detection, image classification, segmentation, and 

pose estimation. The functionality of feature learning has been enhanced with the C2PSA 

module (Khanam & Hussain, 2024), and the efficiency of parameters has been increased with 

the C3k2 modules (Khanam & Hussain, 2024). The Darknet53-based backbone (Khanam & 

Hussain, 2024) of the model facilitates the effective learning of low- and high-level features, 

thereby ensuring high accuracy for small and distant objects. This is achieved through an 

anchor-free structure and optimised multi-task learning strategies (Sorour et al., 2025). 

 

The model was trained using the Ultralytics library (Jegham et al., 2025), with various 

hyperparameters being meticulously configured during the training process. In the 

experimental setup, the pre-trained YOLOv11n network was utilised as a foundation and 

retrained on the dataset obtained within the scope of the study. The dataset was defined for 

the model via the data.yaml file, and the input image size was set to 768 pixels. The training 

process was executed for 300 epochs, and the batch size was optimised to 16. 

A range of data augmentation techniques were employed to enhance the model's 

generalisation capacity. In this context, operations such as mosaic (100%), mixup (50%), 
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colour-based transformations (changes in hue, saturation, and brightness in the HSV colour 

space), rotation (±10°), scaling (90%), translation (10%), and shear (2°) were applied. The 

learning rate was modified by employing the cosine annealing strategy, with an initial value of 

0.001 and a final value of 0.01. Furthermore, the early stopping strategy was employed to avert 

overfitting, and the training process was terminated when no further improvement was 

observed. The final phase of the study entailed training with the YOLOv11 model, following 

which the outcomes were compared with those of analogous studies documented in the extant 

literature.  

3.2 EXPERIMENTAL SETUP 

      All experiments and visualisations were performed in a Google Colab Pro+ environment 

with 83.5 GB RAM, 40 GB GPU memory, and 235.7 GB disk space. The following libraries were 

utilised in this process: NumPy, Pandas, OpenCV, Matplotlib, Seaborn, scikit-learn, and 

Ultralytics YOLO. The execution of deep learning tasks, with a particular focus on image 

processing and model training, was facilitated by the Ultralytics YOLO framework. 

4. EXPERIMENTAL RESULTS 

As demonstrated in Figure 1, the training process metrics for the YOLOv11 model are as 

follows: 

 

 

Figure 1. YOLOv11 Model Training Process Metrics Graph 

 

As illustrated in Figure 1, the YOLOv11 model demonstrates a notable shift in precision, 

recall, mAP@0.5, and mAP@0.5:0.95 values over the course of 300 epochs. In the initial 50 

epochs, the metrics of precision and recall exhibited a rapid increase, reaching a plateau at 
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approximately 0.95, while the metric of mAP@0.5 attained 0.95 around the 100th epoch. The 

mAP@0.5:0.95 metric, which evaluates a stricter IoU range, increased gradually and reached 

approximately 0.85 by the 300th epoch. The findings suggest that the model attained stable 

learning with a high degree of accuracy, thereby indicating a minimal risk of overfitting. The 

confusion matrix values of the YOLOv11 model are shown in Figure 2.  

 

 

Figure 2. Confusion Matrix Values of the YOLOV11 Model 

 

As demonstrated in Figure 2, the complexity matrix provides insight into the classification 

performance of the YOLOv11 model. A high level of accuracy was achieved, with 563 correct 

classifications in the Person class, but 154 and 42 examples were incorrectly classified as 

unknown/other. In the military vehicle class, 28 instances were erroneously categorised as 

'unknown/other', despite 17 accurate classifications. In the aeroplane class, 17 instances were 

inaccurately classified as 'unknown/other', despite 18 precise classifications. In the warship 

class, 9 cases were incorrectly classified as 'unknown/other', despite 16 accurate 

classifications. The tank class demonstrated a high level of accuracy, with 61 instances of 

correct classification, though it is noteworthy that 28 cases exhibited misclassification. The 

findings indicate that the model demonstrates a high degree of accuracy, particularly in the 

person class. However, the military vehicle class is frequently misclassified as other classes. 

The sensitivity and recall distribution graph of the YOLOv11 model is shown in Figure 3. 
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Figure 3. The following figure illustrates the sensitivity and recall distribution graph of the 

YOLOv11 model. 

 

As demonstrated in Figure 3, the precision and recall values obtained per epoch during 

the training process of the YOLOv11 model are presented. The colour scale indicates that 

each point corresponds to the relevant epoch, with dark purple representing low epochs and 

yellow representing high epochs. A thorough examination of the graph reveals a consistent 

increase in both precision and recall values throughout the model's training process. It is 

evident that precision and recall values exceed 0.95 in the final epochs, attaining elevated 

levels of performance. This finding suggests that as the training progresses and the learning 

process is completed, the model's classification accuracy and detection capability will increase. 

The mAP scatter graph of the YOLOv11 model is shown in Figure 4. 
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Figure 4. mAP scatter graph YOLOv11 Model 

 

Figure 4 illustrates that both metrics remain at low levels during the initial epochs, 

indicating that the model exhibits limited discriminative capability at the outset. As training 

progresses, the points increasingly concentrate in the upper-right region; notably, after the 

250th epoch, mAP@0.5 surpasses 0.95 and mAP@0.5:0.95 exceeds 0.85, demonstrating high 

accuracy under both loose and strict IoU thresholds. The observed curve indicates a strong 

correlation between the two metrics and confirms that the YOLOv11 model achieves robust 

and generalisable object detection performance. The Area Under the Curve (AUC) and the 

Receiver Operating Characteristic (ROC) curve graphs of the YOLOv11 model are presented 

in Figure 5. 
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Figure 5. AUC and ROC Curve graphs YOLOv11 Model 

 

The ROC curve (see Figure 5) demonstrates the classification performance of the 

YOLOv11 model, with an average AUC value of 0.95, thus confirming the model's strong 

discrimination capabilities in multi-class classification. The following values are reported for the 

AUC by class: warship 1.00, human 0.99, tank 0.97, military vehicle 0.89, and aircraft 0.89. 

The findings demonstrate that the model attains high accuracy, particularly in the 'warship,' 

'human,' and 'tank' classes, while maintaining robust performance in other classes. The ROC 

analysis demonstrates that the model is a reliable and effective object detection system 

overall. Table 1 presents the class-based performance measures of the YOLOv11 model on 

the MHCD2022 test dataset. 

 

TABLO 1. Class Based Performance Measures (%) 

Class 

Evaluation Metrics 

 

Precision 

 

Recall 

 

mAP @50 

 

mAP@50-95 

all 79.2 60.1 67.0 42.9 

person 91.2 77.9 87.1 56.6 

military vehicle 71.3 37.5 44.8 26.3 

aeroplane 74.7 51.4 54.9 33.3 

warship 82.3 64.0 72.4 45.7 

tank 76.2 69.6 75.7 52.4 

 

 Upon examination of Table 1, it was observed that the YOLOv11 model demonstrates a 

generally reasonable detection capability. Among the classes, the highest accuracy was 

observed in the “person” class (R 0.78, mAP@0.5 0.871), while notable performance was also 

achieved for the “tank” (R 0.697, mAP@0.5 0.757) and “warship” (R 0.64, mAP@0.5 0.724) 

classes. In contrast, the “military vehicle” class exhibited lower accuracy and detection rates (R 

0.376, mAP@0.5 0.448), whereas the “aeroplane” class demonstrated moderate performance. 

The observed class-based differences are considered to arise from the number of samples in 

the dataset and the visual characteristics of the classes. Table 2 presents a quantitative 

comparison of state-of-the-art object detection methods on the MHCD2022 dataset. 
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TABLO 2. Comparison of Related Works (%) 

Methods 

Compared Features 

 

mAP @50 

 

mAP@50-95 

MHNet [5] 56.7 36.6 

SSD [13] 48.0 25.3 

Faster R-CNN [14] 53.5 32.0 

DETR [15] 56.5 34.7 

AdaMixer [16] 56.8 36.5 

CrossDet++ [17] 56.4 36.6 

Ours 67.0 42.9 

 

 

Upon examination of Table 2, it can be observed that, considering the mAP@0.5 and 

mAP@0.5:0.95 values, the proposed model achieves superior performance compared to all 

existing methods, with scores of 67.0 and 42.9, respectively. Notably, a significant 

improvement is observed relative to classical methods such as SSD (mAP@0.5 = 48.0, 

mAP@0.5:0.95 = 25.3) and Faster R-CNN (mAP@0.5 = 53.5, mAP@0.5:0.95 = 32.0). 

Furthermore, the model demonstrates a considerable increase in mAP values compared to 

modern approaches such as DETR and AdaMixer. These findings indicate that the proposed 

model provides superior detection accuracy and overall performance on the MHCD2022 

dataset. 

4 CONCLUSIONS 

This study investigated the detection of highly camouflaged military objects. The 

performance of the YOLOv11 model was evaluated using the comprehensive MHCD2022 

dataset, which comprises 3,000 images across five categories. Experimental results indicate 

that the model achieved a mAP of 67% and a recall of 60.13%. These findings demonstrate 

that YOLOv11 delivers consistent and superior performance compared to the most recent 

studies in the literature. The results highlight the strengths and limitations of the model and 

provide significant contributions to the development of military object detection systems. 

YOLOv11 exhibited robust and superior performance in detecting highly camouflaged objects 

compared to existing methods, offering valuable insights for the design of innovative models 

for military object detection. Future research should aim to further improve model performance 
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by addressing class imbalance and enhancing generalization capabilities. In this context, 

additional data should be collected for underperforming classes, and efforts should be made to 

balance the dataset. 
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ABSTRACT 

This study investigates the learning processes of 8th grade students in the context of 

teaching identities through instructional activities designed with a hypothetical learning trajectory 

framework. The central research problem was defined as: “How do 8th grade students’ learning 

processes develop when modeling identities in an instructional activity based on hypothetical 

learning trajectories?” The study was conducted with one 8th grade student attending a public 

middle school in Samsun, Türkiye during the 2023–2024 academic year. The participant was 

selected through criterion sampling, while the school was chosen using convenience sampling. 

Prior to implementation, prerequisite learning outcomes necessary for modeling identities 

were identified, and a readiness test was administered. Based on the results, a hypothetical 

learning trajectory was developed and applied step by step. The instructional design included 

activity worksheets, individual worksheets, observations, interviews, and an achievement test 

administered at the end of the process. The data were analyzed using qualitative content 

analysis, and expert opinions were sought to ensure validity and reliability. 

Findings revealed that the student was able to reach the target learning outcome of 

modeling algebraic identities. Although no major obstacles were encountered, the student 

initially struggled to recognize that algebraic expressions could also be treated as common 

factors. Additional tasks were designed and integrated into the trajectory to overcome this 

difficulty. Consequently, the trajectory was revised to include this potential misconception, 

resulting in a final version of the learning pathway. 

This study contributes to the field of mathematics education by demonstrating that 

instructional activities structured around hypothetical learning trajectories provide effective 

guidance for revealing students’ developmental levels and addressing their misconceptions. 

mailto:nehirkeyik@gmail.com
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Furthermore, the integration of visual models such as algebra tiles supported students’ 

conceptual understanding and helped bridge the gap between concrete and abstract reasoning. 

The results highlight the importance of designing mathematics instruction with careful attention 

to students’ prior knowledge, anticipated learning steps, and possible learning obstacles. It is 

suggested that hypothetical learning trajectories can serve as a practical tool for mathematics 

teachers to improve lesson planning, anticipate student difficulties, and foster meaningful 

algebra learning. 

Key Words: Hypothetical learning trajectory, algebra, identities, modeling, mathematics 

education 

1. INTRODUCTION 

The teaching and learning of mathematics play a crucial role in today’s rapidly changing 

world. While mathematics learning varies depending on students’ interests, abilities, and 

cognitive levels, the essential aim remains to ensure that mathematical knowledge is taught 

meaningfully. Meaningful learning enables students to apply knowledge in different contexts and 

to establish relationships both between concepts and across learning domains (Akkan, Baki, & 

Çakıroğlu, 2011). One of the distinctive features of research in mathematics education is its 

focus on uncovering students’ learning processes. By examining these processes, researchers 

and educators can identify the most effective learning pathways that allow students to construct 

meaningful knowledge. 

Hypothetical learning trajectories (HLTs) offer a framework that links students’ ways of 

thinking and learning with instructional goals. Although students’ understandings and reasoning 

processes cannot be directly observed, HLTs define observable goals, structures, skills, and 

behaviors (Bardsley, 2006). Learning trajectories not only inform teachers about students’ 

developmental levels (Barrett et al., 2012; Clements & Sarama, 2004; Simon, 2006a) but also 

guide the evaluation of learning goals and processes (Battista, 2004; Confrey, Maloney, & 

Corley, 2014). In addition, they serve as a useful tool for teacher education (Mojica, 2010; 

Simon, 2006b). Research suggests that learning trajectories help trace how students’ 

mathematical thinking develops over time (Confrey et al., 2008). Simon and Tzur (2004) 

emphasized that there are still gaps in the teaching and learning of many mathematical 
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concepts. Daro, Mosher, and Corcoran (2011) identified algebra as one of the domains with 

significant gaps in understanding learning trajectories. 

Algebra is a powerful mode of thinking that enables students to generalize and model 

mathematical situations and to analyze them systematically. It allows individuals to investigate 

relationships that describe and make sense of the world. Developing these skills takes time and 

should begin early, continuing from kindergarten through secondary education. Algebraic 

awareness enriches students’ mathematical thinking, supports future learning, and provides 

opportunities across a wide range of careers (NCTM, 2008). However, students often find 

algebra difficult to learn and understand, which results in anxiety and negative attitudes (Dede & 

Argün, 2003; Herscovics & Linchevski, 1994; Macgregor & Stacey, 1997; Wagner, 1981a; 

Wagner, 1981b). Numerous studies have confirmed that students face significant challenges in 

learning algebra (Stacey & Macgregor, 1997; Ersoy & Erbaş, 2003; Dede, 2004; Baki, 2008). 

Such difficulties can negatively affect their overall mathematical achievement. 

One of the key topics in algebra instruction is identities, defined as equalities that hold 

true for all values of the variables involved. Effective teaching of identities can help students 

understand the notion of mathematical generalization, support inductive reasoning, and foster 

mathematical literacy. Moreover, this topic enables students to see algebraic expressions not 

only as abstract symbols but also as representations with geometric meaning. For this reason, 

the meaningful teaching of identities is critical in preparing students for further algebraic 

learning. 

Learning trajectories provide a promising framework for teaching identities, as they help 

teachers anticipate students’ possible misconceptions, design activities appropriate to 

developmental levels, and plan effective instruction. By focusing on how students’ thinking 

develops step by step, teachers can design lessons that both reveal students’ reasoning 

processes and support their conceptual growth. Therefore, the aim of this study is to investigate 

the learning processes of 8th grade students in modeling identities through instructional 

activities designed with a hypothetical learning trajectory. 

2. EXPERIMENTAL DETAILS 
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This study was designed as a qualitative case study and was conducted in the 2023–

2024 academic year with an 8th grade student in a public middle school located in the central 

district of Samsun, Türkiye. Case study methodology was chosen because it allows an in-depth 

and holistic examination of phenomena that cannot be controlled by the researcher and focuses 

on answering the “how” and “why” questions (Yıldırım & Şimşek, 2006). 

2.1 Participants 

The study group consisted of a single 8th grade student attending a public school in 

Samsun during the 2023–2024 academic year. The school was selected using convenience 

sampling, while the participant was chosen through criterion sampling. The criteria included 

high classroom interaction, good communication skills, and active participation in mathematics 

lessons, with the researcher also being the student’s mathematics teacher. The use of both 

sampling strategies was preferred due to the flexible nature of qualitative research. To ensure 

confidentiality, the student was coded as ÖY. The participant was a male student with strong 

performance in mathematics, good self-expression, and active engagement in the lessons. 

2.2 Data Collection Tools 

 

        Following the principle that multiple data sources strengthen case studies (Hartley, 1995, 

as cited in Yıldırım & Şimşek, 2006), the following instruments were employed: 

• Readiness Test: Designed to assess prerequisite knowledge required for modeling 

identities. It consisted of 15 open-ended questions aligned with curriculum outcomes. 

Table 1 presents the outcomes covered in the test. 

• Activity Worksheets: Three sets of worksheets were prepared to support modeling of 

(a+b)², (a–b)², and a²–b² through guided discovery. 

• Observation Notes: The researcher systematically recorded the student’s behaviors 

during the activities, which were later categorized and analyzed. 

• Individual Worksheets: Additional tasks were provided to reinforce the discovered 

identities and ensure transfer of learning. 

• Interviews: Semi-structured interviews were conducted after each activity, enabling 

deeper exploration of the student’s reasoning. 
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• Achievement Test: An open-ended test with 8 items was administered at the end of the 

instructional sequence to evaluate whether the targeted learning outcomes were 

achieved. 

Expert reviews were obtained prior to implementation to strengthen the content validity of 

the instruments, and necessary revisions were made accordingly. 

Table 1. Learning Outcomes of the Readiness Test 

Learning Outcomes 
Number of 

Questions 

Understands that simplifying and expanding do not change the value of a fraction and 
creates equivalent fractions (M.5.1.3.4). 

1 

Performs four operations with natural numbers considering the order of operations 
(M.6.1.1.2). 

1 

Applies factoring and distributive property to natural numbers (M.6.1.1.3). 1 

Determines the prime factors of natural numbers (M.6.1.2.4). 1 

Multiplies and divides integers (M.7.1.1.3). 1 

Adds and subtracts integers and solves related problems (M.7.1.1.1). 2 

Performs multi-step operations with rational numbers (M.7.1.3.3). 1 

Multiplies and divides rational numbers (M.7.1.3.2). 1 

Multiplies a natural number by an algebraic expression (M.7.2.1.2). 1 

Understands the principle of equality preservation (M.7.2.2.1). 1 

Calculates integer powers of integers (M.8.1.2.1). 1 

Understands the basic rules of exponents and creates equivalent expressions 
(M.8.1.2.2). 

1 

Understands and writes simple algebraic expressions in different forms (M.8.2.1.1). 1 

Multiplies algebraic expressions (M.8.2.1.2). 1 

 
        2.3 Data Collection 

Prior to the implementation, a hypothetical learning trajectory (HLT) was developed to map 

the milestones the student needed to reach and the possible misconceptions that might arise. 

After the application, the trajectory was revised and finalized. The initial version of the HLT is 

presented in Figure 1. 
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Figure 1. Hypothetical learning trajectory for modeling algebraic identities 

According to the hypothetical learning trajectory in Figure 1, a readiness test was planned 

at the beginning of the instructional activity in order to predict the prior knowledge that the 

student was expected to have. The prepared trajectory included three milestones, each 

consisting of learning outcomes that the student needed to achieve in order to reach the target 

concept. For each milestone, activity worksheets were designed to guide the student in learning 

the intended outcomes. 

In the first milestone, activities were included to enable the student to discover and model 

the identity of the square of a sum (a+b)². In the second milestone, activities were designed to 

help the student model the identity of the square of a difference (a–b)². In the third milestone, 

tasks were prepared to support the discovery and modeling of the difference of two squares 

identity a²–b². 

Along the trajectory, potential misconceptions were anticipated and coded: 

• On the way to the first milestone, the possible misconception was coded as I; 
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• On the way to the second milestone, the possible misconception was coded as G; 

• On the way to the third milestone, the possible misconception was coded as H. 

If the student encountered one of these misconceptions, supplementary worksheets were 

provided. After completing all milestones and the final worksheet including the target learning 

outcome, an achievement test was administered to evaluate whether the student had acquired 

the intended knowledge. 

Misconceptions reported in the literature and their codes are presented in Table 2. 

• Confusing the square of a difference with the difference of two squares (G) 

• Expanding a²–b² incorrectly as (a–b)(a–b) due to the minus sign (H) 

• Failure to recognize the distributive property of multiplication over addition (I) 

Table 2. Coding Scheme of Misconceptions Reported in the Literature 

Misconceptions Code 

Confusing the square of a difference with the difference of two squares G 

Expanding a²–b² incorrectly as (a–b)(a–b) due to the minus sign H 

Failure to recognize the distributive property of multiplication over 
addition 

I 

 
2.4 Validity and Reliability 

In qualitative research, different terms and approaches exist regarding the processes of 

ensuring validity and reliability (Creswell, 2014). According to Creswell (2014), validity in 

qualitative research is described as the evaluation of the accuracy of the findings, while 

reliability refers to the consistency of the researcher’s approach across different projects and 

among different researchers. 

In this study, detailed description and purposeful sampling were employed to enhance 

validity. Creswell (2014) emphasizes that when qualitative researchers provide rich descriptions 

of the research setting, the results become more realistic and meaningful. Accordingly, in the 

present study, detailed descriptions were provided in the presentation of findings, direct 

quotations from interviews and documents were included, and the participant was selected 
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purposefully as an 8th grade student in line with the aim of the study. Furthermore, expert 

opinion was sought in the development of data collection instruments to ensure validity. 

To establish reliability, efforts were made to ensure the objectivity of the data. The data 

obtained from the student’s individual interviews were first analyzed by the researcher, and then 

independently recoded by another researcher who was knowledgeable about the topic but not 

involved in the study context. The coding results were compared and showed a high level of 

agreement. For codes that did not match, the coders came together to reach consensus. In 

addition, during the think-aloud protocols, the researcher periodically checked whether the 

participant’s statements and behaviors were correctly understood. In cases of contradiction 

between verbal and behavioral data, the participant was given the opportunity to re-express his 

thoughts. 

2.5 Teaching Process 

First, the readiness test was prepared and administered to the participant (ÖY). Then, 

algebra tiles, paper, and scissors were provided to facilitate model construction. In the first 

lesson, the student completed Activity Worksheet 1, which contained four questions. The 

researcher observed the student during the activity and recorded notes. After completing 

Worksheet 1, an interview was conducted to examine the student’s responses. 

In the following lesson, the student was given Activity Worksheet 2. With the support of 

algebra tiles, paper, and scissors, the student constructed the required models and answered 

the four questions. Another individual interview was then conducted to analyze the reasoning 

process. 

In the third stage, the student was given Activity Worksheet 3, along with the same 

materials, to complete the modeling tasks. After finishing this activity, the student participated in 

another interview. 

After all milestone-related activities were completed, an achievement test was 

administered to determine whether the student had reached the targeted learning outcome. 

Finally, an interview was held in which the student was asked to explain and justify his answers 

on the test. 
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2.6 Data Analysis 

The data obtained from the readiness test, activity worksheets, individual worksheets, 

observations, interviews, and the achievement test were analyzed using content analysis, a 

qualitative data analysis method. Content analysis requires a deep examination of data and 

allows the emergence of themes and codes that may not be initially apparent. The aim of such 

analysis is to present the findings in an organized and interpreted manner (Yıldırım & Şimşek, 

2006). 

        Before the analysis, the researcher’s observation notes were carefully reviewed, 

transcribed into digital format, and prepared as text suitable for analysis. Similarly, qualitative 

data from the interviews were transcribed according to the interview questions, and the 

achievement test responses were also digitized. 

In order to facilitate analysis, data were coded using short, simple, and clear symbols 

(Karasar, 1998). Observation notes, interviews, and test data were repeatedly read and 

examined line by line, leading to the creation of a code list (Appendix 6). While generating the 

codes, both the related literature and the data collected from the field were considered. After 

coding, related codes were grouped, and themes that represented the main structure of the 

findings were formed. In the final stage of the analysis process, the codes and the conceptual 

framework consistent with these codes were defined and prepared for interpretation in the 

findings section. 

3. RESULTS AND DISCUSSION 

        The findings related to the learning outcome of modeling algebraic identities were 

classified under three main themes: 

i) findings on modeling the identity of the square of a sum, 

ii) findings on modeling the identity of the square of a difference, and 

iii) findings on modeling the identity of the difference of two squares. 

In this section, these findings are presented in detail. 

        3.1 Findings on Modeling the Identity of the Square of a Sum 

        To explore the student’s discovery of the square of a sum identity, Activity Worksheet 

1 was administered. In the first task, the student was asked to model a square with side length 
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(a+b) using algebra tiles. The student attempted to construct the required shapes with algebra 

tiles and produced drawings similar to those shown in Figure 2. 

 
Figure 2. The student’s drawing of a square with side length (a+b) using algebra tiles 

         The participant (ÖY) initially modeled the required square as shown in Figure 3. 

However, with this model, he was unable to construct an identity related to its area. Upon this, 

the researcher asked: “I want you to construct a square with side length (a+b), but how else 

could you create this square in a way that makes its area easier to calculate?” In response, ÖY 

created the model shown in Figure 4. 

 

Figure 3. The student’s first attempt to model the square with side length (a+b) 

 



International Conference on Mathematics and 
Mathematics Education (ICMME-2025), İstanbul Medeniyet 

University, İstanbul, Türkiye, September 11-13, 2025 
“Mathematics in İstanbul, Bridge Between Continents” 

        

145 
 

Figure 4. The student’s revised model of the square with side length (a+b) based on the researcher’s 
guidance 

When the researcher asked ÖY to construct the expression representing the area of the 

large square in Figure 4, the student wrote the areas one by one and expressed it as shown in 

Figure 5. When the researcher further asked, “How do we calculate the area of a square with 

side length (a+b)?” the student replied, “Sorry, teacher,” and then reached the result shown in 

Figure 6. 

 
Figure 5. The student’s expression of the area by summing the parts of the square 

 
Figure 6. The student’s final expression for the area of a square with side length (a+b) 

After constructing this identity, ÖY also completed the questions on the individual 

worksheet provided. In the achievement test, it was observed that ÖY answered all the 

questions requiring the modeling of the identity of the square of a sum correctly. 

        Findings on Modeling the Identity of the Square of a Difference 

To enable ÖY to model the identity of the square of a difference, Activity Worksheet 2 was 

administered. In this worksheet, the student was asked to find the area of the shaded region in 

Figure 7 and construct an identity accordingly. ÖY solved the task as shown in Figure 7. 

 

Figure 7. The student’s solution for modeling the identity of the square of a difference using the shaded 
region 

Here, ÖY stated that the remaining square would have a side length of (a–b), and by 

multiplying these two algebraic expressions, he constructed the identity of the square of a 

difference. Following Activity Worksheet 2, an individual worksheet was given to reinforce this 



International Conference on Mathematics and 
Mathematics Education (ICMME-2025), İstanbul Medeniyet 

University, İstanbul, Türkiye, September 11-13, 2025 
“Mathematics in İstanbul, Bridge Between Continents” 

        

146 
 

identity. ÖY answered all the questions on this worksheet correctly. It was also observed that, in 

the achievement test, he correctly solved all the questions requiring the modeling of the identity 

of the square of a difference. 

         Findings on Modeling the Identity of the Difference of Two Squares 

To enable ÖY to construct the identity of the difference of two squares, scissors, paper, 

and a pencil were provided. He was asked to form an identity by calculating the area of the 

remaining region when a square with side length b is removed from a square with side length a. 

After modeling the required shape with paper, ÖY also drew the construction steps on paper, as 

illustrated in Figure 8. 

 
Figure 8. The student’s modeling process for the identity of the difference of two squares (a²–b²) 

ÖY demonstrated that he could find the total area by adding the expressions (a–b)·a and 

b·(a–b), as shown in Figure 9. 

 

Figure 9. The student’s representation of the total area by combining (a–b)·a and b·(a–b) 

Here, ÖY applied the distributive property of multiplication over subtraction by distributing 

the factors inside the parentheses and then summing the resulting expressions. The researcher 

then asked: “Well, without distributing the factors into the parentheses, how could we perform 

this operation in a shorter way?” in order to encourage the student to think about whether he 

could factor out (a–b). The student replied, “Nothing else comes to mind, teacher.” 
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        At this point, the researcher realized that the student lacked sufficient knowledge 

about factoring and therefore introduced a supplementary activity. In this task, the researcher 

asked: “In the expression 8·3 + 8·7 = 8·(3+x), how do we find the value of x?” The student 

correctly responded that x = 7. Then the researcher asked: “In the expression x·y² + z·y² = 

y²·(……..), what should be written inside the parentheses?” The student answered x+z. Finally, 

when asked: “How would you factorize (x+1)·3 + (x+1)·8?” the student correctly gave the 

response (x+1)·(3+8) = (x+1)·9. 

        Seeing that the student had reached the correct understanding, the researcher 

returned to the question in Activity Worksheet 3 and asked ÖY to express the problem by 

factoring. As a result, the student constructed the identity of the difference of two squares, as 

illustrated in Figure 10. 

 
Figure 10. The student’s construction of the identity of the difference of two squares by factoring 

        In one of the questions on the individual worksheet, it was observed that ÖY stated 

the identity (4y² – 9) was equal to (4y + 3)(4y – 3). Upon this, the researcher provided 

supplementary activities. By asking ÖY to multiply (4y + 3) and (4y – 3), the researcher enabled 

him to realize that the result was not equal to 4y² – 9. Afterwards, the student was given similar 

questions to reinforce the concept. 

        At the end of the activities, it was observed that ÖY correctly answered all the 

questions in the achievement test that required modeling the identity of the difference of two 

squares. 

5 RESULTS 

 The findings related to the achievement of modeling algebraic expressions were 

categorized under three main themes: 

i) Results on modeling the identity of the square of a sum 

ii)Results on modeling the identity of the square of a difference, 
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iii) Results on modeling the identity of the difference of two squares. 

5.1 Results on Modeling the Identity of the Square of a Sum         

ÖY initially modeled the identity of the square of a sum as shown in Figure 3. From the 

expression “the square of the sum of two terms,” the student understood that a square with side 

length equal to the sum of the two terms should be constructed. In Figure 3, the side of the 

square was indeed represented as (a+b).               

 However, the student neglected the fact that the interior shapes of the square should be 

geometrical figures whose areas could be calculated. With a guiding question from the 

researcher, ÖY drew a new model as shown in Figure 4. In this model, the side of the square 

remained (a+b), but the decomposition of the area included rectangles and smaller squares, 

making the calculation more explicit. 

While finding the area of the larger square, ÖY added the areas of two smaller squares 

and two rectangles. Nevertheless, when expressing the square of the sum, he mistakenly wrote 

the exponent incorrectly as 2 due to carelessness rather than a conceptual misunderstanding. 

In both the individual worksheet and the achievement test, ÖY correctly answered all questions 

requiring the modeling of the square of a sum. Thus, the first milestone of the hypothetical 

learning trajectory was successfully completed, and it was confirmed that the student did not 

encounter the misconception coded as “I.” 

5.2 Results on Modeling the Identity of the Square of a Difference 

ÖY modeled the identity of the square of a difference accurately. He recognized that the 

side length of the relevant square should be the difference of two terms. Instead of subtracting 

the areas of smaller shapes from the larger square, ÖY calculated the area directly by multiplying 

(a–b) by (a–b). During the interview, when asked how else the area could be determined, he 

correctly explained that the shaded area could be obtained by subtracting the areas of two 

rectangles and a smaller square from the larger square. In both the individual worksheet and the 

achievement test, all related questions were answered correctly. Consequently, ÖY completed 

the second milestone successfully without encountering the misconception coded as “G.” 

5.3 Results on Modeling the Identity of the Difference of Two Squares 
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According to ÖY’s model in Figure 8, he understood that the identity of the difference of 

two squares represents the remaining area when the area of a smaller square is subtracted 

from that of a larger square. The student combined the remaining areas to calculate the total. 

When asked how to represent the process by factoring rather than adding the areas, ÖY stated 

that he did not understand. The researcher, suspecting a knowledge gap in factoring out 

common terms, administered supplementary questions. The activities revealed that ÖY 

struggled specifically with expressions where the common factor was algebraic. Through 

guidance, he recognized that algebraic expressions can also be treated as common factors and 

applied the factoring operation successfully. He then correctly identified the difference of two 

squares identity, as shown in Figure 9. 

 Following the activities, the student completed the individual worksheet and achievement test 

questions accurately, thereby completing the third milestone successfully without showing the 

misconception coded as “H.” Moreover, an additional potential barrier—“failure to interpret 

algebraic expressions as common factors”—was identified and coded as “M,” and the 

hypothetical learning trajectory was finalized accordingly. 

6 DISCUSSION AND SUGGESTIONS 

       The hypothetical learning trajectory (HLT) prepared for this study helped to determine the 

prerequisite knowledge students must possess in order to model algebraic identities, which is 

considered a fundamental achievement in algebra. This awareness provides significant benefits 

for teachers in ensuring that a concept described as “the heart of mathematics” is built on solid 

foundations. By following the milestones step by step, the HLT revealed at which stages 

students might experience knowledge gaps or misconceptions (Myers, 2014). This was critical 

for supporting smooth progression through subsequent stages. 

In this study, modeling activities were designed with the aid of algebra tiles to facilitate the 

modeling of identities. The teaching process revealed common errors and misconceptions, 

while simultaneously supporting conceptual understanding through the transition between visual 

and algebraic representations. The achievement test demonstrated that the student’s 

performance improved positively throughout the process. Similar findings in the literature also 

highlight that the use of algebra tiles enhances students’ understanding of algebraic concepts 
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and increases engagement in lessons (Aktaş, 2017; Çaylan, 2018; Karataş & Bahadır, 2018; 

Sharp, 1995). 

Learning trajectories are considered valuable tools for teachers striving to raise every child 

to a high level of proficiency (Daro et al., 2011). Therefore, mathematics educators and 

institutions should recognize research on learning trajectories as an important area of study in 

mathematics education. 

In the present study, the hypothetical learning trajectory was applied to a single 8th-grade 

student whose initial readiness level was high, as determined by the preparedness test. 

However, such a trajectory can also be applied to students with different readiness levels. 

Future research could design and implement learning trajectories for various topics across 

different grade levels, which would broaden the applicability and impact of this approach. 
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APPENDICES 
APPENDIX-1: Activity Sheet 1 
Duration: 1 Lesson Hour 
Activity Sheet-1 

1) 
Bir kenarı (a+b) olan kareyi cebir karoları ile modelleyerek bir özdeşlik oluşturunuz. 
       a 
 a                  
                                                                                       b 

a                                     b                                                  b 
 
 
 
 
2) 

 
 

3)  ifadesinin bir özdeşlik olabilmesi için Z yerine hangi 
sayı yazılmalıdır? 

 
 

4)  
 
 
Ek-2: Activity Sheet -2 
Time: 1 Class Period 

Bir kenar uzunluğu a br olan yandaki kareden bir kenar uzunluğu b br 
olan bir kare çıkarıldığında kalan bölgenin(yeşil kare)  alanını göstererek bir 
özdeşlik oluşturunuz. 
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2) 

 

                                      
3) 

 
  
4) 

  
 
 
 
Appendix-3: Activity Sheet-3 

Duration: 1 Class Hour 
Activity Sheet-3: 

1) 
Yandaki karenin alanı bir kenar uzunluğu a birimdir. Bu 

kareden bir kenar uzunluğu b birim olan kare çıkarılırsa kalan 
alanı gösteren cebirsel ifadeyi bulunuz. 
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2)                                                                                    3) 

 
Appendix-4: Individual Worksheet 

Individual Worksheet 
1) 
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2) 

 
 
3)  

 

4)  
 
Yandaki şekli cebir karolarıyla oluşturarak alanını hesaplayınız. 
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a)x=1 olursa şeklin alanı ne olur? 
b)x=3 iken şeklin alanı ne olur? 

 
5) 

  
 
Appendix-5: Assessment Exam 
 

Değerlendirme Sınavı 

 
 
 

 
 
 

 
 
 
 

 
 

 
 

Başarılar 
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Appendix-6: Final Version of the Learning Roadmap 

 

                               
Appendix-7: Lesson Plans Based on the Hypothetical Learning Trajectory 

 
Cebirsel İfadeler ve Özdeşlikler Tahmini Öğrenme Yol Haritası Ders Planları-1 

 
 

General Objective: 
Students will be able to explain identities using geometric 
models.açıklayabileceklerdir. 

Learning Outcomes: 
M.8.2.1.3. Explains identities with models. 

Misconceptions/Errors: 
• Due to the minus sign in the expression a2−b2a^{2} - b^{2}a2−b2, students 

may have the misconception of expanding it as (a−b)(a−b)(a-b)(a-
b)(a−b)(a−b). (G) 

• Students may confuse the identities of “the square of a binomial difference” 
and “the difference of two squares.” (H) 

• Misconceptions may arise from poorly structured understanding of order of 
operations with numbers, exponentiation, four operations with rational 
numbers and simplification, and the principle of preservation of equality in 
algebraic expressions. (I) 

 

Purpose of the Activity: 
(a ± b)² = a² ± 2ab + b² ve a² - b² = (a-b)(a+b)   To explain the expansions of 

the identities ) with the help of models. 

Materials: Worksheets, algebra 
tiles, pencil 

Duration: 5 class hours 
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Lesson-1: The student is given algebra tiles and the following activity sheet, and is asked 
to complete the activity with the help of the algebra tiles. 
Activity Sheet-1:Bir kenarı (a+b) olan kareyi cebir karoları ile modelleyerek bir özdeşlik 
oluşturunuz. 

                    a 
 a                            b 

a                                                b                                                          b 
                                                                b 

 
 
 
 

NOT: =  özdeşliğine iki terimin toplamının karesi özdeşliği veya tam 

kare özdeşliği denir. 
 Bilgileri öğrenci ile paylaşılır. 
Öğrenciden aşağıdaki soruları cevaplandırması istenir. 

 
 

 ifadesinin bir özdeşlik olabilmesi için Z yerine hangi 
sayı yazılmalıdır? 

 
Öğrenciye makas, kağıt ve aşağıdaki etkinlik kağıdı verilerek istenen modellemeyi 

yapması beklenir. 
 
Activity Sheet 
1) 

Bir kenar uzunluğu a br olan yandaki kareden bir kenar uzunluğu b br 
olan bir kare çıkarıldığında kalan bölgenin(yeşil kare)  alanını göstererek bir 
özdeşlik oluşturunuz. 

NOT: =  özdeşliğine iki terimin farkının karesi özdeşliği veya tam kare 

özdeşliği denir. Bilgisi öğrencilerle paylaşılır. 
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Activity Sheet -3 
Öğrenciye kağıt,makas ve aşağıdaki etkinlik kağıdı verilerek etkinliği yapması istenir. 
 
1) 

Yandaki karenin alanı bir kenar uzunluğu a birimdir. Bu 
kareden bir kenar uzunluğu b birim olan kare çıkarılırsa kalan 
alanı gösteren cebirsel ifadeyi bulunuz. 

 
Çözüm-1:                                            

  
Çözüm-2: 
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2) Öğrencinin aşağıdaki soruları cevaplaması istenir. 

NOT: - =(x+y).(x-y) özdeşliğine iki kare 

farkı özdeşliği denir.(Öğrenci ile paylaşılır.) 
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Etkinlik-3: Öğrencinin aşağıdaki soruları bireysel olarak cevaplandırması istenir. 
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4) 
 
Yandaki şekli cebir karolarıyla oluşturarak alanını 

hesaplayınız. 
a)x=1 olursa şeklin alanı ne olur? 
b)x=3 iken şeklin alanı ne olur? 

Olası Cevaplar: 
1) Bu bir kare olduğundan alanını (x+2).(x+2) ile bulurum. 
2) Ben cebir karolarının alanlarını tek tek bulup toplayarak +4x+4 bulurum. 

 
 
 
5) Öğrencinin aşağıdaki soruyu cevaplandırması istenir. 

  
 
 
Etkinlik-5: 
Öğrencilere aşağıdaki değerlendirme sınavı kağıtları dağıtılarak çözmeleri beklenir. 
Değerlendirme Sınavı: 
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Abstract   

In this article, a statistically-enhanced lifetime density, with the name of the Alpha Power 

Rayleigh-Weibull Distribution (APRWD) is proposed. Emerging processes have been applied to 

the formulation of this distribution from a systematic generalization of the Rayleigh and Weibull 

families by employing the Alpha Power transformation technique. The parameter (α) as a 

tunable shape is introduced by this extension that enhances the distribution's responsiveness to 

diverse data structures and failure mechanisms. The inclusion of the alpha parameter grants the 

model flexibility to characterize a wide spectrum of hazard behaviors. Such as, monotonic 

increases or decreases, and configurations that are more complex, like the bathtub shape. The 

probability density function, the cumulative distribution function, and the survival function are the 

three main statistical functions that are included in the analytical development of the APRWD.  

We use both the Maximum Likelihood Estimation (MLE) and Ordinary Least Squares (OLS) 

methods to provide accurate parameter estimations.  Additionally, meticulously planned 

simulation studies are used to test the estimators' accuracy and resilience.  We apply the 

APRWD to actual datasets in order to validate the model's practicality.  APRWD frequently 

produces a better fit and shows more modeling precision when handling lifespan and reliability 

data, according to comparisons with traditional models. 

 

Keywords: moments about the origin, survival function, Rayleigh Weibull distribution, 

alpha-power family, and Monte Carlo simulation. 
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1. Introduction 
In several scientific fields, including engineering and healthcare analytics, determining how 

long it takes particular processes to occur has grown in importance. As the systems under study 

continue to grow in complexity and interdependency, the statistical characteristics of event-time 

data have become more nuanced, prompting the need for more flexible and robust statistical 

methodologies. To meet these challenges, researchers have developed modified versions of 

classical probability distributions, tailoring them to better reflect real-world behavior and 

variability in system performance. Such modifications often result in models that can 

accommodate complex hazard rate structures and non-standard failure patterns. A key 

advancement in this area is the alpha power transformation, as introduced by Mahdavi and 

Kundu (2017), which modifies the baseline cumulative distribution function by raising it to a 

positive exponent, denoted by α. This transformation effectively generates a family of enhanced 

distributions capable of modeling diverse shapes and hazard rates. Because of this flexibility, 

the alpha power transformation has proven particularly useful in applications involving lifetime 

and reliability data, where standard distributions often fall short in addressing the asymmetry 

and variability inherent in empirical observations. The corresponding expressions for the 

cumulative and probability density functions under this transformation define what is known as: 

 

(1) 

 

(2) 

This new approach of (APT) has been used by many researchers to produce new 

distributions (Mandouh et al., 2022) such as M. Nassar employed the APT with Weibull 

distribution (Nassar et al., 2017). The Alpha Power inverse Weibull (Basheer, 2019), alpha 

power lindly distribution (Hassan et al., 2019), alpha power pareto distribution (Ihtisham et al., 

2019), alpha power teissier distribution (Eghwerido, 2021), alpha power Aradhana (Mohiuddin & 

Kannan, 2021), alpha power exponential Weibull distribution (Nassar et al., 2018). The Alpha 

Power method has received the attention of researchers and has undergone many 

developments and improvements (Kargbo et al., 2023). The Generalized Alpha Power 

Exponentiated, gull alpha power Weibull distribution (Ijaz et al., 2020), the new generalization of 
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Gull Alpha Power (Kilai et al., 2022), Alpha Power for Odd Generalized of Exponential Family of 

Distributions (Elbatal et al., 2022), The exponentiated generalized (APT) (ElSherpieny & 

Almetwally, 2022), The Extended of (APT) (Ahmad et al., 2019). While other researchers 

studied transmuted, Alpha power for exponentiated inverse Rayleigh distribution and weighted 

Rayleigh distribution (Ahmad et al., 2014; Ali et al., 2021; Zain & Hussein, 2020). We have 

investigated the Rayleigh and Weibull distributions in different cases with alpha power, which in 

turn is the building block in the presented research (Ganji et al., 2016; Ahmad et al., 2017; 

Nasiru, 2016; Zain & Hussein, 2021). Discussed some aspects of the properties and 

applications, characterization and estimation, and related function of weighted for Rayleigh 

Weibull distribution (Mohammed & Hussein, 2018). The two parameters Rayleigh Weibull 

distribution introduced by (Mohammed & Hussein, 2018) with cdf and pdf are given as follows: 

 

(3) 

 

(4) 

Researchers that used the Alpha Power method with the exponential Weibull distribution 

(Saleh & Mohammed, 2024; Mohammed, 2019; Mohammed & Hussein, 2019) introduced new 

lifetime Shanker-Weibull distribution and Comparison with many other distributions (Ashor & 

Mohammed, 2024; Mahdi, 2020). The next moves are summarized in the mathematical 

construction of (APRWD), the expansion of pdf, and the investigation of the mathematical and 

statistical properties of (APRWD). 

Structure of New APRWD 

If the random variable X is distributed APRWD with two scale parameters , and one 

shape parameter .Where the cdf and pdf respectively given as: 

 

(5) 

 

(6) 

The survival (reliability) and hazard function of Alpha Power Rayleigh Weibull Distribution 

can be obtained as 
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(7) 

 

(8) 

 

 

 

Figure 1. Plots of cdf Figure 2. Plots of pdf 

  

 

 

Figure 3. Plots of S(x) Figure 4. Plots of h(x) 

 

Expanding the Probability Density Function 
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(9) 

Statistical and Mathematical Properties of (APRWD) 
This section presents a detailed discussion of the fundamental mathematical properties of 

the distribution, including the moments, moment generating function, quantile function, as well 
as the coefficients of skewness and kurtosis. 

The Quantile Function  

The CDF of (APRWD) when  

 

 

 
 

  

(10) 

Finding the roots of equation (10) represented by values of x requires using methods for 
solving nonlinear equations.  

The median point at which the cumulative distribution function equal to 0.5 . 

 
Moments  
Moments are fundamental descriptors of a probability distribution, providing valuable 

information about the central tendency and the dispersion of data relative to the origin. The  
moment of a continuous random variable X about the origin is mathematically defined as 
follows: 
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(11) 

 

The first moment is the mean of the distribution. 

 
The variance of the distribution is defined by   

 

 

Moments Generating Function  

 

 

 

 

(12) 

Coefficients of Skewness (C.S) And Kurtosis (C.K)  
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(13) 

 

 

(
14) 

 
 

Table 1. The first - fourth moments, variance, skewness, and kurtosis for the distribution 

          

1.5 
0.5 0.7 0.7315 1.0761 2.0581 4.6415 1.0080 1.8436 0.5411 

0.8 1.2 0.6584 0.7097 0.9762 1.5820 0.1410 1.6329 0.2762 

2 
0.8 0.5 0.8785 1.3159 2.5673 5.9767 0.4517 1.7008 0.5441 

1.5 1.2 0.7519 0.7478 0.8902 1.2123 -0.8319 1.3767 0.1824 

3.5 
2.5 1.5 0.8046 0.7545 0.7870 0.8916 -1.4340 1.2007 0.1071 

2 2.5 0.6993 0.5901 0.5666 0.6015 -1.2726 1.2500 0.1011 

 
Order Statistics  
The problems concerned with estimating parameters based on the use of order statistics 

are considered. Though simple, these examples show the relevance of order statistics in real 
world applications. 

 
Substituting the pdf and cdf of APRWD  
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(
15)    

 

 

Renyi Entropy 
Entropy is a measurable quantity that holds central importance in multiple scientific 

disciplines, such as thermodynamics, information theory, and statistical mechanics. 
Conceptually, it reflects the degree of randomness or uncertainty associated with a system, 
especially under perturbative conditions. Over time, several mathematical expressions of 
entropy have been proposed. Among them is Renyi entropy, which generalizes the classical 
entropy framework and is mathematically defined as follows:   
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(16) 

 

Parameters Estimation 

Maximum likelihood estimation 

Let  be a random samples from ,  then for estimating  of 

APRWD using MLE by maximizing the following likelihood function: 

 

  

 

 

  

(17) 

  
(18) 

  
(19) 

To solve the above equations, they must be set to zero to find the root, which represents the 

estimated value for each parameter. Numerical methods, such as the Newton-Raphson method, 

are used to solve nonlinear equations, and this can be implemented using MATLAB. 

Ordinary Least Squares Estimation Method 

Let  be a random samples from ,  then for estimating  of 

APRWD using OLS by minimizing the following function: 
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(20) 

 

(21) 

 

(22) 

To obtain parameter estimates, the system of equations is transformed by equating them 
to zero, allowing numerical techniques to identify the roots. In cases involving nonlinear 
behavior, methods like Newton-Raphson are commonly applied. Such algorithms are often 
executed using platforms such as MATLAB for computational efficiency 

Applications 

This part of the study is structured into two sections. The first explores the simulation-
based evaluation, while the second applies the proposed method to real data, with emphasis on 
computing relevant information criteria for model comparison. 

Simulation 

A Monte Carlo simulation was conducted to examine the statistical performance of 
parameter estimation methods for the Alpha Power Rayleigh Weibull Distribution (APRWD). 
The evaluation centered on two primary accuracy indicators: bias and mean squared error 
(MSE), following the framework outlined in reference (Shalan, 2024).  To achieve this, random 
samples were generated based on Equation (10), using different sample sizes (n = 10, 30, 50, 
100, and 150), and repeated across L = 2000 and L = 1000 replications. Parameter estimates 
were obtained via both Maximum Likelihood Estimation (MLE) and Least Ordinate Squares 

(OLS), with starting values specified as .  The simulations were 

implemented using MATLAB (version 2018a), and a summary of the outcomes is provided in 
Tables 2 and 3. Results indicated that the MLE consistently outperforms OLS across all sample 
sizes, yielding lower bias and smaller MSE values. These findings support the robustness and 
superior efficiency of the MLE method in estimating APRWD parameters under the simulated 
conditions. 

Table 2. MSE and Bias values of MLE and OLS methods for 

with L=2000 

n Est. Par. MLE Bias OLS Bias Best 

10  0.6578 0.7326 0.8516 -0.4066 MLE 
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 0.0743 -0.0178 0.2151 0.2233 MLE 

 0.0453 -0.0681 0.2221 -0.0571 MLE 

30 
 0.5020 0.6473 0.5897 -0.1740 MLE 

 0.0435 -0.0114 0.1241 0.1218 MLE 

 0.0208 -0.0228 0.1923 -0.0782 MLE 

50 
 0.4393 0.6121 0.5699 -0.1272 MLE 

 0.0314 -0.0202 0.0954 0.0931 MLE 

 0.0140 -0.0067 0.1894 -0.1036 MLE 

100 
 0.3501 0.5627 0.5146 -0.0753 MLE 

 0.0196 -0.0427 0.0639 0.0614 MLE 

 0.0070 0.0159 0.1744 -0.0930 MLE 

150 
 0.3245 0.5477 0.4780 -0.0554 MLE 

 0.0158 -0.0476 0.0510 0.0529 MLE 

 0.0047 0.0252 0.1580 -0.0959 MLE 

   
Table 3. MSE and Bias values of MLE and OLS methods for  

with L=1000 

n Est. Par. MLE Bias OLS Bias Best 

10 

 
0.6827 0.7455 0.8471 

-

0.3854 
MLE 

 
0.0710 0.0035 0.2063 0.2194 MLE 

 
0.0437 -0.0624 0.2261 

-
0.0640 

MLE 

30 

 
0.5021 0.6468 0.6321 

-
0.1819 

MLE 

 
0.0419 -0.0154 0.1236 0.1093 MLE 

 
0.0250 -0.0324 0.2109 

-

0.1044 
MLE 

50 

 
0.4376 0.6114 0.5672 

-
0.1550 

MLE 

 
0.0327 -0.0252 0.0889 0.0859 MLE 

 
0.0155 -0.0071 0.1973 

-
0.1193 

MLE 

100 

 
0.3725 0.5742 0.5045 

-

0.0514 
MLE 

 
0.0214 -0.0437 0.0605 0.0536 MLE 

 
0.0064 0.0169 0.1636 

-
0.0852 

MLE 

150 

 
0.3137 0.5415 0.4628 

-
0.0465 

MLE 

 
0.0139 -0.0495 0.0499 0.0520 MLE 

 
0.0043 0.0259 0.1615 

-

0.0955 
MLE 

 
A further Monte Carlo simulation was conducted to investigate the precision of parameter 

estimation using both MLE and OLS methods under the configuration 

, employing replication sizes of L = 2000 and 1000. The outcomes 

indicated that although MLE generally delivered consistent results, the OLS approach achieved 
better estimation accuracy in certain conditions. Specifically, for some parameters, OLS yielded 
lower bias and marginally smaller mean squared error (MSE), particularly when the true values 
of the parameters were relatively small. As observed in Tables 4 and 5, although MLE is widely 
regarded as the standard approach due to its favorable asymptotic behavior, the OLS method 
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can exhibit comparable, or in some cases even improved, performance under certain parameter 
settings or when dealing with limited sample sizes 

Table 4. MSE and Bias values of MLE and OLS methods for  with 
L=2000 

n 
Est. 

Par. 
MLE Bias OLS Bias Best 

10 

 
0.2786 0.3629 1.1131 -0.7714 MLE 

 
0.0275 0.0763 0.0334 0.1222 MLE 

 
0.0553 0.1320 0.0146 -0.0219 OLS 

30 

 
0.2344 0.3175 0.8646 -0.1842 MLE 

 
0.0062 0.0384 0.0215 0.0814 MLE 

 
0.0144 0.0598 0.0096 -0.0090 OLS 

50 

 
0.2183 0.3039 0.6657 -0.0838 MLE 

 
0.0032 0.0260 0.0154 0.0660 MLE 

 
0.0054 0.0385 0.0078 -0.0048 MLE 

100 

 
0.1672 0.2521 0.4957 0.0085 MLE 

 
0.0012 0.0164 0.0097 0.0510 MLE 

 
0.0025 0.0257 0.0055 -0.0001 MLE 

150 

 
0.1431 0.2280 0.3848 0.0154 MLE 

 
0.0007 0.0121 0.0069 0.0452 MLE 

 
0.0015 0.0203 0.0040 0.0007 MLE 

 
Table 5. MSE and Bias values of MLE and OLS methods for  

with L=1000 
n      Est. Par. MLE Bias OLS Bias Best 

10 

 
0.2763 0.3599 1.0794 -0.7443 MLE 

 
0.0235 0.0751 0.0345 0.1243 MLE 

 
0.0527 0.1253 0.0146 -0.0202 OLS 

30 

 
0.2417 0.3237 0.8413 -0.1607 MLE 

 
0.0062 0.0367 0.0202 0.0801 MLE 

 
0.0162 0.0631 0.0098 -0.0124 OLS 

50 

 
0.2126 0.2991 0.6611 -0.0718 MLE 

 
0.0030 0.0264 0.0148 0.0621 MLE 

 
0.0071 0.0422 0.0075 -0.0035 MLE 

100 

 
0.1683 0.2507 0.4796 0.0078 MLE 

 
0.0013 0.0159 0.0097 0.0537 MLE 

 
0.0024 0.0264 0.0051 -0.0017 MLE 

150 

 
0.1487 0.2364 0.3982 0.0304 MLE 

 
0.0012 0.0132 0.0065 0.0426 MLE 

 
0.0016 0.0207 0.0039 0.0035 MLE 

 
Information Criteria 

Information criteria are widely used statistical measures for comparing alternative models based 
on both their fit to the data and structural complexity. These metrics assist in assessing model 
adequacy, simplicity, and robustness, thus promoting more rigorous analysis and facilitating 
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evidence-based model selection. Commonly used measures such as AIC, BIC, and HQIC are 
applied to compare the performance of the APRWD distribution against alternative statistical 
distributions. 

  

The first real data represents the failure time rates of turbochargers in 40 types of heavy 

machinery engines, with an average failure time of  hours. These data were utilized by (Xu et 

al., 2003) and are presented as follows:( 7.3, 2.0, 6.7, 3.0, 3.5, 6.3, 4.5, 8.0, 4.8, 5.0, 9.0, 5.3, 

8.4, 5.8, 6.0, 8.7 6.0, 8.3, 3.9 , 6.5, 6.5, 2.6 , 7.0, 7.1, 5.4, 5.6 1.6, 7.3, 7.7, 5.1, 7.8, 7.9, 4.6, 

8.1, 6.1 , 7.3 , 8.4, 8.5, 8.8, 7.7). 

Table 6. Information Criteria for 1st Dataset 

Dist. 

Esti. Para. 

 
AIC AICc BIC HQIC 

   

APRW 0.899 0.0129 0.0315 220.28 446.57 447.23 451.63 448.3 

APEW 1.69 0.261 0.603 222.42 450.83 451.5 455.9 452.66 

APW 1.333 0.526 0.152 240.22 486.44 487.1 491.5 488.27 

APE 1.239  0.108 230.57 465.13 465.46 468.51 466.35 

W  0.57 2.5 297.91 599.82 600.15 603.21 601.05 

The second real data represents 38 wind-related disasters, where the observed or 
required values are classified into a value of two million dollars. These data were utilized by 
Mead (Mead et al., 2017) and are presented as follows:( 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 3, 3, 3, 
4, 4, 4, 5, 5, 5, 6, 6, 6, 6, 8, 8, 9, 15, 17, 22, 23, 24, 24, 25, 27, 32, 43). 

Table 6. Information Criteria for 2nd Dataset 

Dist. 

Esti. Para. 

 
AIC 

AIC

c 
BIC 

HQI

C 
   

APR

W 
0.883 0.231 0.004 245.24 496.48 497.19 501.39 498.23 

APE

W 
1.625 0.237 0.486 250.27 506.54 507.25 511.46 508.29 

APW 1.432 0.672 0.023 251.93 509.87 510.58 514.78 511.62 

APE 1.269  0.022 254.49 512.98 513.32 516.26 514.15 

W  0.793 1.138 255.29 514.59 514.93 517.86 515.75 

 
Based on the tables provided, the APRWD NEW model exhibits the lowest values across 

all the information criteria (-L, AIC, , BIC, and HQIC). This suggests that the APRWD NEW 

distribution provides the best fit for the data among the compared distributions. Lower values of 
these criteria indicate a better balance between model complexity and goodness of fit, 
reinforcing the superiority of the APRWD NEW model in representing the data effectively. 
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7 Conclusion  

The proposed Alpha Power Rayleigh-Weibull Distribution (APRWD) offers a flexible 

generalization of the classical Rayleigh and Weibull distributions by introducing an additional 

shape parameter through the Alpha Power transformation. This enhancement allows the model 

to accommodate various shapes of hazard functions, improving its suitability for modeling 

lifetime and reliability data. The statistical properties of the distribution were systematically 

derived, and parameter estimation was performed using MLE and OLS  methods. To assess the 

model's goodness-of-fit, several information-based criteria were employed, including AIC, , 

BIC, and HQIC. The results indicate that the APRWD outperforms traditional models, 

demonstrating a superior fit to real-world data and highlighting its potential as a robust tool in 

applied reliability and survival analysis. 
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